
• NASA ConferencePublication2060 ,

!

(NASA"Ct_-2060) THE 14TH ANNUAL CONFERENCE N79-15588
ON MANUAL CONTROL {NASA) 692 p HC A99/MFA01 THRU

rCSCL 05H N79- 1563/4
Onclas

_, G3/54 /42153

f

FourteenthAnnual Conference
on ManualControl

' | ' !i

April 25-27,1978 .._;_
,_ :?

Universityof SouthernCalifornia 2
Los Angeles, California :" ••..'-/..., _._ ,_.

and ,
m

Ames Reseamh Center

MoffettField, California ; , °°.;."

,_y,!,,

' %".'_."; _ ..... . ," .... _ '... , _ . ,,

"' ..... .:2,;, ; ;'.._.,_''., " .'i
.,-'-;',:".:; .....'.--. L'.'.. J._a

Iw @ .../,'.." ,,,. ..,. . ,, ,',

.............. 't ."" ","'_.j
November1978 :::': '.. .... ..: -,::,.;, _,.

NationalAeronauticsand
SpaceAdministration

1979007417



_--_ ........................................._ _e_-_ ,_-=_m_._,_,_o_v,_:_ _ _,,_-_n_._-i_ _'4_ff_.__w_ _

FOREWORD !

I This volume contains the proceedings of _he Fourteenth Annual Conference
on Manual Control held at the University of Southern California at Los Angeles

_ from April 25 to 27, 1978. This report contains complete manuscripts of most

of the papers presented at the meeting.

This was the fourteenth in a series of conferences dating back to :_

December 1964. These earlier meetings and their proceedings are listed below: !

_: First Annual NASA-University Conference on Manual Control, The University

of Michigan, December 1964. (Proceedings not printed.)

: Second Annual NASA-Universlty Conference on Manual Control, MIT, February
_ 28 to March 2, 1966, NASA SP-128.

Third Annual NASA-University Conference on Mmnual Control, University of

Southern California, _rch 1-3, 1967, NASA SP-144.

Fourth Annual NASA-Unlverslty Conference on Manual Control, The Univer-

sity of Michigan, March 21-23, 1968, NASA SP-192.

Fifth Annual NASA-Unlversity Conference on _nual Control, MIT, March 27- _;

29, 1969, NASA SP-215.

Sixth Annual Conference on Manual Control, Wright-Patterson AFB, April 7-

9, 1970.

Seventh Annual Conference on Manual Control, University of Southern i

California, June 2-4 1971, NASA SP-281. <

Eighth Annual Conference on Manual Control, University of Michigan, Ann

Arbor, Michigan, May 17-19, 1972.

Ninth Annual Conference on Manual Control, Massachusetts Institute of

Technology, May 23-25, 1973.

Tenth Annual Conference on Manual Control, Wright-Patterson AFB, April
9-11, 1974.

Eleventh Annual Conference on Manual Control, NASA-Ames Research Center,

May 21-23, 1975, NASA TM X-62,464.

Twelfth Annual Conference on Manual Control, University of Illinois,

May 25-27, 1976, NASA TM X-73,170

Thirteenth Annual Conference on Manual Control, Massachusetts Institute

of Technology, June 15-]7, 1977.
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!'
_ DIRECTIONAL ERRORS OF MOVEMENTS

AND THEIR CORRECTION IN A DISCRETE TRACKING TASK

Robert J. Jaeger

Gyan C. Agarwal
Gerald L. Gottlieb

College of Engineering

University of Illinois at Chicago Circle

Chicago, Illinois 60680

_ and
J

Rush Medical Center

_ Chicago, Illinois 60612

_: i

_" ABSTRACT

The human operator Is prone to making errors in quick choice reaction 1
time tasks. Many studies have shown that subjects can correct their own

errors of movement more quickly than they can react to external stimuli. In
the control of movements, three general categories of feedback have been ]:
defined as follows: I) Knowledge of results, primarily vlsually mediated, 2)

Proprioceptive or kinaesthetic such as from muscle spindles and Joint recep-

tors, and, 3) Corollary discharge or efference copy within the central nervous

system.
Experiments were conducted on four normal human subjects to study the

effects of these feedbacks on simple reaction time, choice reaction time, and
error correction time. The movement used was plantarflexton and dorsiflexion

of the ankle joint. The feedback loops were modified, 1) by changing the sign
of the visual display to alter the subject's perception of results, and 2) by
applying vibration at 100 ltz simultaneously to both the agontst and antagonist
muscles of the ankle joint. The central processing was interfered with when
the subjects were given moderate doses of alcohol (blood alcohol concentration

levels of up to 0.07%). I
Vibration and alcohol increase both the simple and choice reaction times.

However, the error correction time is not influenced by either. This data

relnforces the concept that there Is a central pathway which can mediate error
correcting responses.

INTRODUCT ION

The human operator is prone to maki._ errors ;n., quick choice reaction
time (RT) task. The speed with which the operator can recognize errors and
correct them is an important consideration in many industrial tasks. Many

s,udies have shown that subjects can correct errors ,-_f m_vement more qut¢.k]y

/(
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than they can react to external stimuli. (For a review of the liter=,'u_, _e,

Schmidt, 1975, 1976; Angel, 1976; Schmidt & Gordon, ]977.)

In the control of movement by skeletal muscles, three general a; _ories

of feedback have been identified (Evarts, 1971). These feedbacks a_;se as

follows: first, "knowledge of results" from the externa] environment i_ :cl-

marily visually mediated. Second, proprioeeption from internal receptors

stimulated as a consequence of muscular contraction and joint rotation is

primarily spindle and joint receptor mediated. Third, "ef[erence copy" or
"corollary discharge" (Von Holst, 1953) from structures and pathways within

the central nervous system may operate before muscle contraction occurs.

Currently, the first and second categories of feedback are perhaps

better understood than the third, although the role of efference copy in ._
saccadic eye movements has received considerable attention (Robinson, 1971,
1976; Lehmann, 1971). These three categories of feedback may be anatomically

interconnected, especially the proprioceptlve and efference copy mechanisms
(Oscarsson, i970). It is postulated that the cerebellar anterior lobe is

important for correcting errors in motor activity elicited from the cerebral
cortex and carried out by command signals through pyramidal and extrapyramidal

pathways.

Recent work of Angel and his colleagues (Angel & Higgins, 1969; Angel, q

1976) has attempted to quantitatively approach efference copy by measuring

RTs to correct movement errors and the accuracy of these corrections. It has

also been noted (Poulton, [974) that the many studies which have measured RTs
for the correction of movements have found these times to range from essen-

tially zero to in excess of 300 milliseconds.

Since a rather wide range of error correction times exists, it could be
hypothesized that the three general categories of feedback each have their

own range of operating times which together contribute to the overall wide

range of these times. Under this hypothesis, if a sufficient number of

measurements were 1_de, a it|modal distribution might be found. The minimum

duration for processing visual feedback from a movement appears to be over 190
msec (Keel & Posner, 1968). The kinaesthetic RT is of the order of 120 msec

(Chernlkoff & Taylor, |952). This RT Is of the same order as the time for
"Functional Stretch Reflex" (Melville Jones & Watt, 1971; Erects, !973;

Gottlieb & Agarwal, 1978). Dewhurst (1967) has reported values of kinaesthetic
RT based on recordings of muscle activity in the biceps as short as 50 msec.

However, he did not give any range for kinaesthetic RT or the mean value in
his experiments.

The experiments of the present study were designed to enable comparison
of correction times measured under normal conditions with those measured under

conditions in which tile proprioceptlve mechanisms was interfered with. It was

possible to do this by applying vibration to the tendons of the muscles
involved. (Hagbarth & Ekiund, 1966; Goodwln, McCloskey & Matthews, 1972;

HrCloskey, 1973; Craske, 1977). [n some experiments, central processing was

interfered witl_when the subjects were given moderate dos_ of alcohol (blood

alcohol concentration (BAC) levels of up to 0.07%). Alcohol F¢oduces a depres-
s|v( effect on th,'CN_ ,,,oh as a general anesthetic does and the degree of

depression appears to be dose related (Wailgren & Barry, 1970.)
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Four subjects were used in the present study. Two of the subjects (GCA
_ and GLG) had extensive previous experience with the experimental apparatus as6

subjects in other tracking type experiments, while the other two subjects had

no such experience. Parts of these experiments were also done on several
_: other subjects.

A schematic of the experimental apparatus is shown in Figure I. (This

apparatus has been used in several studies, for details see Agarwal & Gottlleb,
1977).

.... The svbject sat in an adjustable height chair facing an oscilloscope
display positioned at a slight angle in front of him, His right foot was

• strapped to a one degree of freedom foot pedal (rotation in plantar-dorsal #'

directions) with velcro straps. Self adhesive surface electrodes were posi-
tioned over the soleus and anterior tlblal muscles to record the electromyo-

grams (EMGs) of these muscles. A ground electrode was placed on the thigh
Just proximal to the knee. The EMGs were full wave rectified and filtered

before recording on the digital tape at a sampling rate of 500 per sec.

The oscilloscope display consisted of two dots. The first was the target
dot which was under the control of the computer. It was defocussed to ap-

proximately 2 mm diameter. This dot assumed only one of three positions at

any instant of time, either in the center of the screen or ±4.0 cm vertically

away from the center. The second dot was the response dot which was under the

control of the subject. It was focused to s sharp point approxlmately 0.5 mm J
in diameter. The subject could vary the position of the dot continuously
along the vertical axis of the oscilloscope. The crucial part of the experl-

ment was the "polarity" of the subjects' control of the response dot. This

polarity was under the control of the computer. Normal or positive polarity

meant that when the subject moved the pedal down (up) the response dot also

moved down (up). Inverted or negative polarity meant that when the subject
moved the pedan down (up), the response dot moved up (down). The purpose of

this provision for polarity reversal was do decouple the proprloceptlve feed-
back from the visual feedback and induce the subject to make errors in move-

ment. The use of polarity reversal has been prevlously described by Gibbs
(1965) and Angel and Higgins (1969).

The target dot was controlled by the computer as follows. The experiment
began with the target dot in the center. After • random delay of 3 to 5 sec,

the ta:geC dot stepped randomly up or down. The new position was maintained

for a random period of 3 to 5 sac and then returned to center. Ten initlal
trlals stepping out and returning to zero were performed at normal polarity.

Following these ten initial trials, the computer reversed the polarity of the

response dot. A random number (8 to 12) trials were performed at the revef_ed

polarity, after which, the polarity again reversed for th6 next group of
trials. The response immediately following a polarity reversal was always

discarded, since it could be expected to contain a higher proportion of

, visually mediated error corrections than other responses.
This scheme of target dot movement also provided the opportunity to study

simple and choice RTs, since the majority of responses were correct. When the
target dot moved from the center, it moved randomly up or down, forcing the
subject to choose before reacting. When the target dot next moved, it always
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returned to zero, allowlng the subject to make a slmple reaction.

The subjects were instructed to make the response dot follow the movement
of the target dot as quickly as possible with as much accuracy as possible,

but to favor a fast response.
In the vibration experiments, two Hagbarth type vibrators (TVR vibrator -

model #TMT-18, Heiwa Electronic industrial Comp., Japan) were attached to the
distal tendons of soleus and anterior tiblal muscles (just above the ankle

joint) with surgical tape. The vibrators were operated at [00 Hz continuously
during the tracking task.

In the alcohol experiments, the subjects were given alcohol proportional

to the body weight such that the ultimate BAC was in the range of 0.06 to !

0.07%. The BAC was measured using a Hark II Incoxlmeter (Gas Chromatography _._

Unit by Intoxlmeters, Inc.). 'I
The measurement of the RTs were done off llne by displaying the Indivl-

dual responses on a four channel oscilloscope using a cursor to indicate the

time measurement after the input. The accuracy of these measurements is i

equal to the sampling interval, i.e., 2 msec. The RTs measured are indicated

in Figures 2 and 3. i
The staclstical analysis included means and variances of the sample data

and the t-test of equality of the means of two samples whose variances are

assumed to be unequal (Sokal & Rohlf, 1969, Chapter 13).

RESULTS i

Data were collected on separate days for each subject and for each exper-
imental paradigm. The first day experiment was always under not_a] conditions.

Typical responses are shown in Figure 2 for a correct response in a choice RT
and for error response in Figure 3. The four traces are the angular rotation

(8), EMGs of the anterior _ibial (AT) and gastrocnemlus-soleus (CS) muscles
and the angular velocity (0). The angular velocity was obtained by digital
dlfferentiatton of angular rotvtion. The simple and choice RTs (SRT & CRT),
ti=cerror reaction time (ERT), and the error correct2on time (ECT) wer_

measured using both the -------------------_MGand velocity data. In tha following tables only

the EHG related measurements are reported. The final conclusions would have
been exactly the same using the velocity data.

Table I shows the simple and choice reaction times under normal condi-

tions with positive and negative polarity movements. With the exception of

subject GA, and GG'_ SRT, the RTs for the other three subjects with positive

and negative polarity were not significantly different. In general there was
a slight increase tn the RTs with negative polarity. Since the RT differences

with alcohol and vibration were more sJgnlflcant, the positive and negative
polarity data was lumped together.

Table !I shows SRTs for all subjects in three paradigm conditions. Note
that in general, alcohol as well as vibratlon Increased the SRT. This Is also

true for CRT shown in Table III. The t-test comparisons are made be.r.n the

normal and altered conditions. In Table lI, six out of eight t-test values

are significant at P < 0.01 level, In Table III, seven out of eight t-test
values are significant at P < 0.01 level.

Table IV shows the error recctlon times in the three paradigm conditions.



Most errors occured in the choice reaction condition. There was a significant-
_ ly larger number of errors with negative polarity than with positive polarity

i feedback. The error rates for the two conditions ranged between 16% and 33%. !
In these data, four out of eight t-test values show significant differences at

P < 0.01 level.
!

Table V compares the data from Tables III and IV for choice RT and error
_ RT under normal conditions. Note that error RTs are larger than the choice

_ RTs and only one out of four t-test values show significant differences at i

! P < 0.01 level.
Table VI shows the error correction times for the four subjects under _

!_ our three paradigms. The error correction time is significantly less than the

; choice or error RT. None of the eight t-test values between normal and altered

conditions show significance at P < 0.01 level. !
Table VII shows the error rates for individual ezperiments as well as

! combined error rates for all subjects. The vibration input did not influence
the error rates. Alcohol tended to increase the error rates in three out of

four subjects but the t-test values do not indicate any significance. For

n = 4 the t-test values are not very meaningful.

DISCUSSION

The paradigm of incompatible display has been used by Gibbs (1965), Angel

& Higgins (1969), and Angel (1976). There is a clear increase in the SRT as

well as CRT with negative polarity display (Table I). This increase was
significant at P < 0.01 level for subjects GA and GG whose RTs were fastest.

The significance of positive and negative polarity disappeared with increased

RT of subject RJ and FM.
Vibration and alcohol increases both the SRT and CRTfor correct movements

as compared to the normal condition (Tables II and III). Carpenter (1962) has
reviewed the literature on the effects of alcohol on psychological processes

and concluded that in most studies, RT is lengthened at relatively low blood
alcohol levels. Vibration of a tendon in humans causes a predictable increase

in the contractile activity of the agonist, caused by autogenous reflex exci-

tation of the'alpha motoneuron (Hagbarth & Eklund, 1966). This leads to

involuntary movements and illusion of movements (Goodwin et al 1972; McCloskey,
1973; Craske, 1977). In our experiments, vibrators were attached to both

agonist-antagonlst tendons and subjects reported numbness in the vibrated ankle

Joint. The significant increase in the SRT and CRT with vibration could indi-

cate that large irrelevant position signals from the vibrated Joint delays

processing of visual information and command selection.
Tables IV and V show that the choice reaction time and the error reaction

time (initial movement in the wrong direction) are not significantly different

under normal conditions. This agrees with Gibbs (1965) findings that the

response latencles of correct and incorrect responses were virtually equal on

equlprobable steps. Although the response latencies for the four subjects are ;9
significantly different, there is no correlation between the response latencles
and the errors of subjects (see Table VII), i.e., the subjects who responded

most rapidly did ,lotmake the most errors (Gibbs, 1965). The ERT in most
cases is longer than the CRT, suggesting that there was no temporal antlclpa-
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tion of the target (A paradigm which has been used by Schmidt and Gordon (1977)

in their study).

The surprising result of this study is that whereas the SRT and CRT are
influenced (increased) by vibration and alcohol, the error correction times

are not significantly affected as given in Table VI. The average error correc-
• tion time is shorter than the CRT for individual subjects. This is in agree-

! ment with findings by Gibbs (1965), Rabbitt (1966), and Angel and Higgins
(1969), Megaw (1972), and Angel (1976). '

The histograms of error correction times for the four subjects under three

paradigm conditions are shown in Figure 4. For subjects GA and GG who had the

most experience in tracking studies, most errors are corrected in less than

250 msec, i.e., less than their normal choice reaction times. For subject RJ

a significant number of ECTs are larger than 250 msec. For subject FM, his j

RTs were the slowest and larger percentage of ECTs are above 250 msec. ._
The conclusion of Higgins & Angel (1970) and Angel (19_6) that the origin

of feedback from error responses is central rather than kinaesthetic is rein-
forced by the invariance of ECTs with vibration on the llmb. The vibration

increases the SRTs and CRTs which implies an influence of the !erlpheral input

in motor command decision making.
Alcohol which is known to produce a depressive effect on the CNS also

increases the SRTs and CRTs but does not significantly influence the ECTs with

BAC levels of 0.07% or less used in these experiments.
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TABLE I: Effect of DisPlay Polarity on Simple and Choice Reaction Times

!_ Positive Polarity NEGATIVE POLARITY
SUBJ MEAN SD N t MEAN SD N

Simple Reaction Times

GA 216 32 113 -3.99* 248 78 II0

GG 222 51 129 -2.52* 240 71 164

RJ 270 76 130 -1.42 283 78 156

FM 359 75 133 0.59 354 69 161

Choice Reaction Times

GA 235 57 98 -2.79* 272 102 73

GG 256 42 III -2.00 271 70 122

RJ 268 80 83 -1.12 282 84 90

FM 338 76 112 -1.46 359 69 112

• *P < 0.01 J

TABLE II: Simple Reaction Times

VIBRATION NORMAl, ALCOHOL

SUBJ MEAN SD N t MEAN SD N t MEAN SD N

GA 246 45 150 -5.99* 219 39 233 -4.48* 235 42 297

RJ 316 92 156 -4.50* 277 77 286 -7.75* 333 96 269

FM 371 78 274 0.58 375 86 294 -5.68* 420 98 256

GG 311 84 164 -10.46" 232 64 293 -1.24 240 54 290

11
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TABLE III: Choice Reaction Times

VIBRATION NORMAL ALCOHOL

SUB.__/J MEAN SD N _ t _ MEaN SD N _ t MEAN SD N

GA 317 111 131 -5.58* 253 80 171 -0.64 258 59 152

RJ 333 83 98 -5.27* 277 86 173 -8.25* 355 88 166

FM 409 96 211 -7.43* 348 73 224 -11.28. 443 I00 212

GO 330 85 136 -6.98* 272 61 233 -3.34* 288 61 230

TABLE IV:Error_Reaction,,T_mes ._

VIBRATION NORMAL ALCOHOL

SUB___JMEAN SD N _ MEAN SD N ____!____t MEAN SD N

GA 274 60 19 -1.03 257 62 47 -0.56 263 59 104

RJ 342 65 55 -2.90* 311 55 80 -3.57* 343 69 III

FM 387 75 59 -1.83 363 72 68 -5.72* 443 70 41

GG 332 84 32 -2.42* 289 63 42 -0.08 290 60 45

TABLE V: _f CRTS.wit___h_hERTS under Normal Conditions

CHOICE ERROR

REACTION TIMES REACTION TIMES

SUB___JMEAN SD N _ t MEAN SD N

GA 253 80 171 -0.37 257 62 47

RJ 277 86 173 -3.79* 311 55 80

FM 348 73 224 -1.50 363 72 68

GG 272 61 233 -1.62 289 63 42

12
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_ TABLE Vl: Error Correction Times

VIBRATION NORMAL /_LCOtlOL
:: _SUBJ MEAN SD N t MEAN SD N ------.t MEAN SD N

i GA 137 69 19 0.32 143 72 47 0.67 135 59 104

RJ 194 101 55 -1.71 166 81 80 -1.62 186 88 111 "

!_ FM 259 72 59 2.18 293 103 68 2.23 251 90 41

; GG 170 84 32 -0.05 169 72 42 -0.68 150 74 45

TABLE VII" Rate of Errors in Percent

SUBJ VIBRATION NORMAL ALCOHOL

GA 0.063 0.107 O.188

RJ 0.178 0.148 0.203

FM 0. II0 0.116 0.081
I

GG 0.096 0.074 0.080

VIBRATION t ------_NORMAL t ALCOHOL

MEAN 0.I12 -0.04 0.III -0.74 0.138

SD 0.048 0.030 0.067

N 4 4 4

i
.i@

7

&

13

1979007417-019



Figure I

A schematic of the experimental apparatus. Electromyograms (EMGs) are

measured using disk surface electrodes placed over the bellies of the gastro-
cnemius-soleus and anterior tlblal muscles, EMG amplifiers (A) are differen-

tlal amplifiers (bandwidth 60-600 8z), filters (F) are third order averaging
(tO msec averaging time), display oscilloscope (D) is a dual-beam Tektronix
502, dlgital computer (C) is a General Automation SPC016/65. The torque

motor (M) and the torque measurements (z) were not used in these experiments.

The angular rotation (e) is measured by a continuous transformer-type
transducer, this signal is fed into the computer on an A/D input channel
multiplied by +I or -I and outputed on D/A channel. This channel is operated
independent of the data channels at a rate of l KHz.

14
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AT _ __ A

I Sec

Figure 2

Typical response in a choice reaction with a display gain of +1 and a i
movement fro_ central position to plantarflexlonof the ankle Joint. The
choice reaction time (CRT) is measured from the Jump of the target to the

t

first EMG burst in gastrocnemlus-soleus(GS) muscle. There is no EMG
activity in tileanterior tlblal (AT) muscle. Total display time is I sec.
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Figure 3

Typical response in error movement and subsequent correction. The
display polarity is again +1. The error reaction time (ERT) and error

correction time (ECT) are measured from the initial burst in the antagonist
and agonist mulcle E}_s. Total display time is 1 sec.
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Figure 4

Histograms of the error correction times (ECTs) for the four subjects
under normal (N), alcohol (A) and vibration (V) input paradigms. The time

Interval on abclssa is 500 msec. (continued on next page) _
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A STUDY 0F TIIT.';ETFECT O;' FORCING FUNCTION CHARACTERIST'2S

! ON HUMAN OPERATOR DYNN4ICS IN MANUAL CONTROL

by Kyuichiro Washizu*, Keiji Tanaka** and Tatsuo Osawa*

*Department of Aeronaut [cs, Univer:;i ty of Tokyo, Tokyo,

**instrumentation and Control Division, National Aerospace

Laboratory, Chofu, Toky¢,

SUMMARY

This paper deals with the effect of the upectrum of the forcing f_u_c-

tlon on the human pilot dynamics in manual control. A simple compensatory

tracking experiment was conducted, where the controlled element was of a

second-order dynamics and the forcing function waz a random noise having a

dominant frequency. The dominant frequency and the power of the forcing
function were two variable parameters during our expuriment.

The results show that the human pilot describing functions are dependent #
not only on the dynamics of the controlled element, but also on the charac-

teristics of the forcin E function. This suggests that the human pilot be-

havior should b_ expressed by the transfer function taking into consideration

his ability to sense and predict the forcing functic_n.

SYMBOLS

Aij(k) element of k-th autoregressive coefficient matrix

B backward shift operator

c(t), c(n) human pilot output

dB decibel

e(t), e(n) displayed el'for

i(t), i(n) forcing function

Kf static gain of forcing function filt,_r

19
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M order of autoregressive model

m(t), m(n) controlled element output

s variable of Laplace transform

Y:(j_) controlled element

Yf(j_) forcing function filter

Yp(jm) human pilot describing function

A sampling interval

Cf damping of forcing function filter

_n damping of controlled element

o_ 2 power of forcing function

_f undamped natural frequency of forcing function

_n undamped natural frequency of controlled element

INTRODUCTIOn{

It is well known that when a human pilot controls the system, his

control behavior depends on the characteristics of the forcing function to

the system as well as of the controlled element itself. A great number of
papers have been published on this problem.

Concerning the effect of the characteristics of the controlled e] nent

on pilot behavior, Washizu and MiyaJima (reference i), and Goto and W_.tzu

(reference 2) pointed out in a series of study on manual control of a second-

order system that the human pilot takes notice of the periodicity in the

response of the controlled element, if any, and makes use of it to improve
his control performance.

On the other hand, concerning the effect of the forcing function on

pilot behavior, McRuer and Krendel (reference 3) pointed out that as the

bandwidth of the forcing function increases, the effective time delay re-
duces probably due to the muscular reaction characteristics uf the human
pilot.

The purpose of the present paper is to investigate the effect of the

forcing function spectrum on the human pilot dynamics in manual control. A

simple compensstory tracking experiment was conducted, where the controlled

element was of the second-order dynamics and the forcing function was a
random noise having a dominant frequency. The dominant frequency and the

power of the forcing function were two variable parameters during the experi-

2O
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! ment. Pilot describing functions were derived from the autoregressive model

_ coefficients identified using the Akaike's Final Prediction Error method.

h

_- EXPERIMENT ,i

The _ystem of our experiment was built up with an analogue computer, an

oscilloscope and a control stick with a restoring spr_ng. Its block diagram

: is as shown in figure i. The error e(t) was displayed on the oscilloscope

by a line segment moving vertically. The pilot was requested to minimize

the error to the best of his ability. The controlled element had a second- ._

order stable dynamics, and its transfer function was of the form;

2
_n

Yc(s) = (1)
,s2+2_n(_ns+L0n2

The damping Cn and undamped natural frequency aJn of the controlled element

w_.re held fixed throughout our experiment such as,

=0.i

to =_ = 4.47 (tad/see) .n

The shaping filter of the forcing function also had a second-order stable

dynamics as,

2

Kfmf

Yf,sjt_ = 2+. 2
(2)

s 2_f_fs+tof

where the damping _f was held fixed to 0.i and the static gain Kf and the

undamped natural frequency tof were two variable parameters. Thus, the white

noise was transformed into a forcing function having a dominant frequency

after passing the filter. The dominant frequency was varied by selecting the

values of tof as,

tof = 3.16, 2.24, 1.58 (rad/sec) .

We chose fo,n" levels for the power of the forcing function oi 2 by ad_ustlng

K£ of the equation,

21
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2 _t" Kf2 2

_i = 4 _f _w (3)

where Gw 2 is the power of the noise source.

The experiment was of 12eases, namely 3 kinds of frequencies and 4

power levels of the forcing function, _nd two runs of each ease were perform-

ed. After sufficient excercise, the analog data of the length of 90

seconds for each runs were recorded. The data, i(t), e(t), c(t) and m(t)

in figure i were transformed into digital data by use of the NOVA mini- ._

computer system. The FACOM 230-75 computer was employed for numerical calcu-

lations of the following time series analysis.

ANALYSIS

By the use of the experimental data thus obtained, the human pilot

describing f_mctions were identified utilizing a time domain technique; ti._t

is, an autoregressiw model was fitted to the data by using the Akaike's

MFPE (Multiple Final Prediction Error) method. (reference 4)

In the first place, the data were sampled from the analog data of the

pilot output c(t) and the error e(t) with the smllpling interval A, which was

set as 0.] sec. The sampled data are denoted by c(n) and e(n). Then, the
autoregressive model of the form;

Ic(nll _AII(B)AI2(B) 1 Ii(n)I I_ll'_!21 _l(n) I

= + (_)

e(n A21(B) A22(B) (n) _! J22 _2 (n)

A_j(B) = aij(1)B + aij(2)B2+ ...... + aij(M)B M (5)

_x(n): x(n-1) (6)

|

was fitted to the given data. B is the backward sh_ft operator as shown in I

equation (6), and Aij(B)'s in equation (4) are the power series in B that

are made up of the autoregressive model coefficients aij(k ) with k going
Crom 1 through M. The order of the model M is determined by the MFPE

m,,thod. _i(_1)'s in equation (h) are mutually independent white noises.

Once we have succeeded in fitting the model to the given data, namely,

d}2 = c_2] _ 0, we csn compute the pilot describing function using

22 _
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A12(J _)
(7)

p i - All(JOJ)

where All(J_) and Al2(Jm) are obtained from All(B) and AI2(B) in equation (h)
respectively, by replacing B with exp(-JmA).

This method has recently been put into practical use, and our experience

;._' in using it has proved that it is quite efficient and powerful (reference 5). i
Application of this method to our data was also successful, as the estimated

correlation coefficient of the noise sources, (_12/,/(_IIG22,was quite small.

RESULTS

Figures 2 and 3 are examples of the time histories of the records.

Note that in figure 2, namely when the frequency of the forcing function _f
was large, it is not evident that c(t) was affected by the forcing function

periodicity. The pilot seemed to suppress only the controlled element
periodicity.

On the other hand, figure 3 shows the time history of the case when mf
was relatively small. In this case, it is evident that c(t) was made up of

two main sinusoidals; one reflected the forcing function periodicity and the

other reflected the pilot behavior which seemed to suppress the controlled

element periodicity. This suggests that, when a_.was relatively small, the
haman pilot behavior was affected by the forcing function.

Above tendencies can be seen more obviously in the power spectrum
densities of the pilot output as shown in figure 4_ namely in the vicinty of

= mf, the power spectra were pulled up as ai2 increased, and thisphenome-
non became more conspicuous when mf was relatively small.

Typical pilot describing functions are shown in figures 5 and 6. From

these figures, the following tendencies have been observed;

i) If the power of the forcing function _i2 is increased, while keeping

the undamped natural frequency mf unchanged, the gain of the pilot des-
cribing function increases, but the phase lead becomes smaller in the

frequency region below the undamped natural frequency of the controlled

element ah. :_

2) If the frequency of the forcing function _f is decreased, while keeping

the power oi2 unchanged, the gain of the pilot describing function _
increases, but the phase lead becomes smaller in the low frequency range, _
especially in the neighbourhood of the undamped natural frequency of the

forcing function.

23
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Figure 7 shows the performance of the pilot control indicated by G2/G2.
It is evident that the smaller the undamped natural frequency mf was, the
b_:tter the performance became. This implies that when mf was small, the.
pilot could easily recongnize th,.forcing function periodicity, and his
t.ask became easier.

These results lead to the following consideration concerning the for-
cing function effects on human pilot control behavior.

The effect of the forcing function bandwidth on the pilot describing
function is reported in reference 3. It is pointed out in the report that
the effective time delay of the human pilot decreases as the bandwidth of the
forcing function ipcreases.

On the other hand, the preseht study put emphasis on the effect of the

frequency _f and Kf of the forcing function shaping filter. It has been
_uggested that the increase in the power of the forcing, function is likely

to work so as to make the pilot employ the control that takes into account

the dominant periodicity in the forcing function. The attempt to suppress
the dominant frequency component may lead to the reduction of the power of

the error. It has also been suggested from the present study that if the

response of the controlled element and the forcing function have periodici-

ties, the human pilot would try to augment the system stability by making

use of the periodicity in the response of the controlled element, and then,

try to make the performance as good as possible by making use of the periodi-

city of the forcing function. Especially, if the power of the forcing

function is large and the two natural frequencies are separated, it would
be easy for the pilot to notice these frequencies and to make use of these

frequencies in the control,

The present study has shown that the human pilot dascribing functions

are dependent not only on the natural frequency of the controlled element,

but also on the frequency and the power of the forcing function. These
results seem to suggest that the human pilot control behavior couldn't be

expressed by a simple transfer function compensating the controlled element

delay only, but should be expressed by ,the transfer _unction taking into
consideration his ability to sense and predict the forcing function.

CONCLUDING REMARKS

!

The results show the effects of the forcing function on the human pilot I
such as;

l) If the power of the forcin_ function Gi 2 increases, the gain of the

human describing function IYpl increases, but the phase lead of Yp
becomes smaller at _ < mn.

2) If the undamped natural frequency of the forcing function mf de-

the gain l_p[ increases but the ph_!se lead of Yp becomescreases,

smaller especially in the vicinity of _ = (_f.

24
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.' 3) The human pilot seems to try to augment the system stability and

: make the performance better by use of _n and _f, especially when 0i2

i is large, and _n and _f are separated.
!
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AN EXTENSION OF THE QUICKENED DISPLAY FOR MANUAL CONTROL
_ t

_ By Masayoshi Tontlzukaand Wai Ming Tam

i Department of Mechanical Engineering
, University of California, Berkeley

#

_: SUMMARY

! It is very difficult (or even impossible) for a human to control plants

of third order or more with little or no damping by just knowing the instan-

taneous error. It has been shown that adding first and/or higher order deri-

vatives to the error signal and displaying the combined signal are effective _

in facilitating human control over such plants---signal quickening by Birming- !
ham and Taylor. Their technique is further extended to incorporate the future

trajectory variation into the displayed signal so as to minimize the tracking
error. A method for tuning free parameters in ordinary and extended quicken-

ing is established by applying discrete-flint optimal control. Experimental

results for a triple integrator plant indicate the effectiveness of the pro-

posed method to achieve high quality tracking.

INTRODUCTION _!

It is known to be very difficult for a human to control higher order _i_
plants with little or no damping with conventional compensatory or pursuit

display (reference I). To facilitate human control over such plants, Birming-

ham and Taylor (reference 2) proposed to incorporate the derivatives of the

plant output into the displayed signal. The technique is called "signal _:

quickening," and its effectiveness has been demonstrated. This can sometimes

be done as shown in figure I for a triple integrator plant. When the refer-
ence trajectory, r(t), is constant, the quickened display makes it possible to _
achieve high quality regulation. However, if r(t) is time varying, it can not _.

be expected that high quality tracking be achieved with the quickened display.
This is because the human operator and plant introduce phase shifts between
the reference trajectory and the plant output. To improve the tracking per-
formence, more information on the reference trajectory, such as derivatives,

future values, etc., is needed.
In many manual control situations, the reference trajectory is predeter-

mined, or a portion of future reference trajectory can be detected in advance
if not all future information is available. In such cases, the preview dis-

play in figure 2 has been shown to i_prove the tracking performance when the
plant is relatively easy to control (references 3, 4 and 5). If the plant is
higher order and weakly damped, preview information alone is not sufficient
to achieve high quality tracking or even to stabilize the plant.

After noticing the limitations of quickened display and preview display,
one may propose to combine those two and use a display as illustrated in fig-

ure 3. H_ever, this schem_ is not good for tracking since with such a dis-

] 9790074] 7-039



Display

Human i Plant
1 • Yqulckened

Fig. I Signal Quickening (Pursuit Type)

i_" _ _uman

eo°_

°'+T +_q-+<I y
tlmd into I Display ,future

Fig. 2 Preview Tracking

Display

I," ' _ , Human Plant

+""
+'".... __I ''.'+'

n°I°+ _ " ,,

time into

future ed

Fig. 3 Naive Combination of Quickened and Preview Displays

Display

+""_""+s;:-_ Jl ....

+I I-_'' _'
time into l v

future | _quickened _ ,,



I play the human operator tries to match the distorted plant output with the

_K

reference trajectory. A better approach is to process future trajectory inf-

ormation by computer to generate a distorted reference signal which is compat- j
ible to the distorted plant output. This schemels illustrated in figure 4 and

is named "extended quickening". Due to innovations in microcomputer technolo- i_
gy, this kind of digital data processing is not difficult nor expensive. The

design of extended quickened displays involves the determination of the feed- _,

back (quickenin_ gains, ai's, and feedforward or preview gains, b£'s, such
that high quality tracking is assured. A design method based on discrete-time

optimal control is presented in the next section.
'}

_. DESIGN OF EXTENDED QUICKENED DISPLAY

:_ To simplify treatment, the design method is described for a triple integ-
• W

_; rator plant. However, the method applies equally to other kinds of plants. :i
j

: Controlled Plant

_ A triple integrator plant can be represented by the following state and

:i output equations.

! dx

dt =-p-p
w_

y = Xpl (2)where

[] I°]IXp2|= Y' A = 0 , B= O,
iXp3j _ 0 I

• denotes the time derivative, m is the controlling input adjusted by the
human operator and y is the plant output. Since extended quickening assumes

the use of diglt_ computers, equation (I) is approximated by the discrete
state equation,

X (k TA_(k) 4= ._m(k) (3)where -P

A' = e_P "At= I A B' = I _ B'dO - (At)2/2
-P ' -P 0 -=P )

0 L Atj
At is the sampling period and the index k denotes k-th sampling instance or
time k.At. The sampling period is selected to be 0.025 sec which is short

enough to maintain small approx,.marion error and yet is long enough for most

microcomputers to implement extended quickening. ._.

: 35 '

]9790074]7-04]



Human Operator

For deSi_LPUrposes, the human operator is first approximated by a simple
ti_ delay, e , where the delay time, L, is typically 0.1-0.2 sec. Wlth a
sampling period of At, the dlscrete-time model is a simple delay chain, z -d,
where d can be determined from (0.1_0.2)/At. In the following development, d
is selected to be 6 which corresponds to 0.15 sec time delay wlth the selected

At of 0.025 sec. The input to the human, u(k), is the displayed signal and

the output of the human is the plant input, m(k). A state space model for the

human operator is

_(k+i) = _r_(k) + _u(k) (4)

re(k)= Xh1(k) (5)

where

"Xhl 0 1 0 0 0 0 "0

Xh2 001000 0

%3 ooo loo o
= _4 ' _ -- o o o o 1 o and_ = o •

_s ooooo i o
._6. oooooo z

Equations (3), (4) and (5) characterize the open loop human-plant dynam-
ics •

Optimal Control Problem

! t

The parameters, ai s and b_ s, in extended quickening can be fotmd from
the solution of an optimal control problem in which u(k) must be determined
so as to minimize the cost functional given by

OO

J- _ {(y(1) - r(i))2 + w.(Au(1)/At) 2} (6)
l=k

where Au(1) = u(1) - u(l-l) (-Am(i+6)), Au(1)/At ~ du/dt, r is the reference

trajectory and w is a positive constant. The first term in the cost functio-
nal penalizes the tracking error and the second term penalizes the Jerky mo-

tion of the displayed signal.

The reference trajectory, r, is assumed to be previewable (by computer)

in the sense that future information which includes the sampled values {r(k),

r(k+l),...,r(k+N£a)} Is avilable at tim k where N£a is the preview (or look

ahead) tlm. N_a is zero for conventional quickening, Preview information is
not sufficient for finding the optimal control, u(k), since the cost function-

al includes r(1)ts from l=k to i=_. Therefore, it Is further assumed that the

reference trajectory does not change from the time l=k+Nga: i.e.

r(k+N£a+i+l) = r(k+NEa+l) for all I>0 (7)

36

!.

"l_/_uu/,q.// u_z



Equation (7) applies for the determination of u(k) only. For determining

u(k+1), updated preview information at time k+l which includes the sampled

value r(k+l+N%a ) is used, and the lower limit of the sun_natlon in the cost
functional becomes k+l. If the statistical properties of the reference tra-

jectory are known, they can be used in place of equation (7) (references 6,7).

Figure 5 shows the assumptions made about the reference trajectory.

r(i) Given Preview

Information Assume r(1)j r(k+N_a)

ee eeooeeeeeeooeeeo

ee° •°°° loe • • @

i " " I• •e

I I

k(now) k+NEa time,i _I
Fig. 5 Information on Future Reference Trajectory (at time k)

i
Equations (2)-(7) define an optimal control problem or more specifically

a discrete time optlmal preview control problem. This problem can be solved

by dynamic programming or applying the results of linear quadratic (LQ) opti-

mal control (reference 8).

Solution of the Optimal Control Problem

The optimal control, °Pt(k), is i

3 6 N_a

u°Pt(k) = -_ _ x .(k) -£[l_tiXhi(k) + _ gr_r(k+_) (8)if l_Pi pl _=0

where gpi'S, ghi'S and gr£'s are all constant gains.

The feedback gains, gpi'S and ghi'S, are given by

where i

0

A = , B , R = w/(At) P ffi 0 0 0 0 0 0 0 - , ,_

K Is the steady state solution of the matrix Riccati equation,

(K_.(®)- 9J

and _ is a 9X9 matrix whose I-I element is I, 9-9 element is R and all other
elements are 0. Since A, B, Q and P are sparse, the Riccatl equation can be
efficiently_ solved by simple recursi-ons. For example, it can be easily seen

that BTK "[k91 k92 k93 "'" k99 ] and BTK B - k99. i_
!
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The feedforward or preview gains, gr_'S, are given as follows:

For N_a= 0 (no preview),

SrO_ gpl (11)
For N_a> O,

g_. o, gr_--JR+B_zK_B]-I__I, I <_<__- I )

N_a-I I (12)

gnN_a = gpl -_ogr_

where _ is the I-9 element of the matrix

(Alosed)_ = (A-B[gpl gp2 gp3 ghl °'* gh6] )_" (13) ._

Lotlce that the matrix A_close d characterizes the closed loop dynamics of the
human-plant model plus feedback control law, and is normally asymptotlcally
stable. Equations (12) and (13) indicate that the future values of the ref-
erence trajectory must be used in a way compatible to the closed loop dynamics

and that grE'S with increasing _ are closely related to the unit pulse res-
ponse of the closed loop system. The second expression in (12) implies that

the sumatlon of gr_'s with respect to E must be equal to gnl' which assures
zero steady state error for the step reference trajectory.--For asymptotlcally

stable A_clo_ed, _0 approaches zero as _._ncreases, which Implles that the
future is less ImPortant to determine u_V_(k) as it becomes further apart from

the present time. This point has also been found in preview tracking (re-
ferences 3, 4, 5)

Sturcture of Extended Quickening

The structure of extended quickening based on the optimal control result

is depicted in figure 6.+

Human Operator

z PLANT

O

OoooOOe°o

r now time into

future

L

+

Fig. 6 Structure of Extended Quickening based on Optimal Control
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The portion of the structure inside the dashed lines can be viewed as
human operator. The reason for this will soon be explained.

For selected values of w over a wide range (w is defined in the cost fun-
ctional (6)), the steady state solution of the Riccati equation (10) was com-

puted and the feedback gains, g__'s and ghi'S, were found. Results are sum-
marized in the following table. P_ •

w gpl _2. gp3 .... .gh.l gh2 gh3 gh4 gh5 gh6
1.0 0.0242 0.0669 0.0924 0.0023 0.0022 0.0022 0.0022 0.0021 -0.9347
0.1 0.0757 0.160 0.168 0.0042 0.0041 0.0040 0.0039 0.0038 -0.9129
0.01 0.236 0.382 0.309 0.0076 0.0074 0.0072 0.0069 0.0067 -0.884
0.001 0.730 0.914 0.573 0.014 0.013 0.013 0.012 0.012 -0.845

0.0001 2.255 2.20 1.076 0.026 0.025 0.024 0.022 0.021 -0.7935 a

Table 1 gpi'S and ghi'S for selected values of w

From Table I, it is found that ghl--gh5 are orders of magnitudes smaller
than other feedback gains and that the values of gh_ is around -(0.8~0.9)
regardless of the value of w. Hence it is posslbl_-to approximate the portion
inside the dashed lines in flguze 6 by

-6
z

-I " (14)
t - (0.8~0.9)z

With our selection of At= 0.025 sec, the discrete transfer function (14) cor-
responds to

K e-0"15s

TNS + I , TN - (0.125~0.25)sec (15)

where the time constant, _, was computed by T_ ~ At/(l_ gk_)" _N has a
reasonable value as the human neromuscular lag'constant (re_rence 1), which

implies that the feedback effect via gh6 can be interpreted as a part of human
dynamics. Therefore, the portion insiBe the dashed llnes in figure 6 can be
viewed as hu,'anoperator, and the feedback gains to be externally furnished :i

become g., g ^ and _. The feedforward and preview gains, gr_'S, must also
be exte_ally _urnish-_.

" Determinationof Parameters in Extended Quickening ._

In (extended)quickening (or more generally in manual tracking), the gain
_ constants of the display and Joystlck are rather arbltrarily defined since
_ their inputs and outputs are in dlfferent physlcal domains. It is also known
!_ that the human operator adjusts his gain so that the closed loop dynamics have

reasonable response speed and adequate stability (reference I). Therefore,

_ for implementationof (extended)quickening the ratios among the feedback and

feedfo_card gains (g_i's and g__'s) are more important than their values them-
selves. Based on th_s observation,we normalize the control gains with res-
pect to g.... The normalized gains are the extended quickening parameters,

at's andre's, in figure 4, and they are

,) at = l, a2 = gp2/gpl, a3 = gp3/_l , a4 - 0 and bt - gr_/gpl. (16) _
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Using ai's and b£'s in (16), the signals to be displayed in extended
quickening are, for pursuit type displays

3 N£a

s (k) ffi_ a.x .(k) and s (k) = Z b£r(k H�¤�(17)
P i=l x pl r £=0

and for compensatory type displays

s(k) - st(k) - Sp(k) (18)

where s is the quickened plant output and s_ is the quickened reference tra-

jectoryp. Final tuning of the parameters, ai's and b£'s, must be done by ex-
periment.

EXPERIMENT

An experiment was conducted to examine the effect of different sets of _.
feedback gains in Table 1 and to verify performance improvement that can be
achieved by extended quickening. In the experiment, a trlple integrator plant i
was implemented on an analog computer. An LSI-11 microcomputer was used for
generating the reference trajectory, computing _-heextended quickening signals

wa(sands)randon-llnedataacqulsltlonofexperimentaldata.Thedisplayof the pursuit type, and the two signals, s and s , were dlsplayed by
dots each with different intensity. Human subjects were asked to control the
plant so chat the quickened plant output, s_, follow the quickened reference
signal, s . Two kinds of reference traject_rleswere used in the experiment.
One was arsequence of step changes with a 20 sec duration for each. The other
was a Gauss-Harkov random signal which was generated by a second order dlgltal
filter excited by a Gausslan white signal. The dlgltal filter was an approxi-
mation of the continuous second order filter with the transfer function

I
G(s)= 2 2 (z9)

s + 2_nS + _n

where _ and _ were selected to be 1.5 rad/sec and 0.7. Selectable preview
settlng_ were provided which could be varied from N_a= 0 (0 sec) to NQ.a=200
(5 sec). Evaluation of s_(k) with N£a= 200 was not_easible in a 0.025 sec
sampling period (cyclic time of computation). However, it was noted that the
reference trajectorywas smooth relative to a 0.025 sec sampling period (the
approximate bandwidth of the filter (19) is 1.5 rad/sec ~ 0.25 Hz) and that a

good approximation to Sr(k) in (17) was

Ny_a/4

Sr(k) = _ b_'r(k+ro) (20)
p=O p

where b' = b. + b4 .i+ b4 .2_ b4 .., bl_swere all precomputed, and (20) was
i used fo_ on-line c_,tat_o_ of _k),

!

i
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l
Effect of Feedback Gains

The first set of experiment was conducted to examine the closed loop be-

havior with different comblnations of feedback gains, grin's (i.e. a¢'s) in
Table 1. In the experiment, the reference trajectory w_ a series 5f step

changes and N . was zero, i.e. conventional signal quickening. Time histories

of the plant _o_tput (y's) for different values of w are shown in figure 7. It

can be seen in the figure that the feedback gains obtained wlth the larger w

make the closed loop relatively slow to respond while those obtained with the
smaller w make the closed loop osdllatory and require more contro111ng effort

of the human operator. It was concluded that the feedback gains obtained with

w-0.01~0.I were most suited for human control of the triple integrator plant.

w-l.0 w=0.01
i

---/-------\

.. 4

t l i ||

w-O. 1 .,'_.... w=O. O01 _

/ \/ , \. • :.] ' .
a • i i i i

Fig. 7 Effect of Feedback Gains on Closed Loop Behavior i
?

' Extended Quickening

The extended quickening experiment was first conducted with the step ref-

erence trajectory. The parameters, ai's and bg's, were selected to be those
computed with w-0.!. This choice was based on the result of the first set of
experiment, effect of feedback gains, described above. Time histories of the

• plant output for different values of preview time (or N_a) are shown in figure
..... 8. The Incluslon of future values of

_" r_ ..... :--- w-O.l the reference trajectory in the dis-

5_-/_F_.U, "'_._. played signal, st, causes the plant
_\ output to respond prior to the step

3 ,',, I'*_ _"" ei._ reference change. The maximum and RIdS

|5 sec values of the tracking error were both

_ -,I _- improved by previewing the reference
trajectory. A 4~5 second preview time

i ..... (N_a-160~200) was found to be suffl- i!

_ Fig. 8 Effect of Preview Time(* num- cient to attain almost all the possl- ,_
bers indicate preview times in sec) ble performance improvement relative !i

7.
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I to the zero preview case which _as about
50 % reduction of the maximum error (ob-

_ w=0.1 served at the time of step reference

I_S error computed over 60 sec (i.e. 3

changes of the reference trajectory)A similar improvement was also observed in
the controlling input, lqmrefore, the
difference among the four response curves

-_ 5sec _- in figure 8 is not simply a matter of
trans la tlon.

The extended quickening experiment

__ N_a=O was also conducted with the random refer-

ence trajectory. Figure 9 shows the plant/

L/ \ can be seen in the figure that the phase
shifts between the reference trajectory

and the plant output gradually reduce as

__ N_a=40 No increases. It was found that approx-

_a
imately a 2 second preview time (N£a~80)

.___ _'_ was sufficient to achieve almost all the

improvement in terms of the _4S trackL_gerror, approximately 50 g reduction rela-

tive to the zero preview case. Further

performance improvement beyond N_a~80 was
y_ N_ =60 observed primarily in the controlling

signal whose peak and MS values were both

_/_ /_ continuously decreasing as N£a was in-

f creased from 80 to 200.

CONCLUSIONS

__ N£a'120

_f __/_/ The signal quickening technique was

extended to incorporate the future refer-ence trajectory variation into the dis-

played signal so as to achieve high quali-
ty tracking in manual control of higher

__ N£a=160 order plants with little or no dmnping.

A design method for extended quickening
systems was established based on the dis-

"_/ /_J crete time optimal control theory. The

/ experiment for a triple integrator plant
indicated that a drastic improvement of
the closed loop performance can be obtain-
ed by extended quickening.

Fig. 9 Effect of Preview Time The extended quickening technique

(random reference trajectory, should be useful for various man-vehicle

Preview Time=0,025XN_a sec) systems including airplane landing, maneu-
ver, svbmarine control, etc. The main

42
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t

motivation of (extended) quickening was to facilitate human control over high

order plants with little or no damping. However, for the cases that plants
are relatively easy to control, the technique should be still useful in vari-

ons respects, e.g. for reducing the human work load.
_ The work reported in this paper is being continued to investigate the ex-
_' tended quickening technique in more realistic situations. Emphasis is placed
I on the following two points"

1. State Estimation: It was assumed that the derivatives of the plant out-
;_ put are directly measurable. Although the assumption holds in ideal sit-

uattons such as the triple integrator plant on an analog computer in this
paper, it is usually not possible to measure all derivatives directly.
In such cases, one possibility is to include a Kalman filter or state

observer in computer software.
2. Effect of Disturbance: In this paper, external disturbance inputs and/or

noise were not considered. In practical situations, disturbance and _
noise can not be ignored, and their effect must be investigated.
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EFFECTS OF UNCERTAINTY ON MANUALTRACKING PERFORMANCE I

by A_..,_ R. Ephrath & Barbara Chernoff I

Department of Electrical Engineering b Computer Science 1University of Connecticut
Storrs, Conn. 06268

SUHMARY

i! In this experimental study we investigated some transient phenomena and ,
target acquisition modes associated with interrupted observations during
ground-to-air AA tracking. Our subjects, using a two-axes control stick, !
tracked a computer-generated atrpla,_e image on a CRY display. The airplane
image executed a low-level 6traight _ass. At certain pseudo-random times

!: during each 25-second run the screen was blanked for a period of one second
_" (simulating a temporary loss of visual contact with the target due to clouds,
_ fog or obstructions). When the target image reappeared the subjects reac-
_, quired it and continued tracking, attempting to minimize vector P_qS error for i

the entire run (including the blanked period), i

The results reveal an increase both in tracking error and in error var-
iance during the blanked period, only when the target disappears while in
the crossover region. Blanking at other times effected increased variance
but had no effect on the mean error. Also, blanking before and after cross-
over had opposite effects: A blanking period just before crossover produced
an increase lag while a blanking Just after crossover resulted in a lead and
thus made the error curve more symmetric.

INTRODUCTION

The problem of manual tracking performance with sampled observations
has been studied before [e.g., Refs. 1, 2] from a *'macroscopic** point of
view. In these studies the overall control performance was investtgated
when the human was assumed to have access to periodic, frequent observations
of the system outputs.

: In the study reported here we lntedded to concentrate on the micro- :
scopic aspects of the tracking behavior. We were not interested in the
operator*s performance as a whole; rather, we set out to examine the details
of the tracking behavior during periods when observations of the system out- _

puts were not available to the human. Understanding the operator's be-
havior during such essentially open-loop tracking is of interest as these
situations occur quite frequently in practice. Examples of operators sub-
jected to this type of manual tracking may be the driver of a htgh-sp_ed
automobile during the first few seconds after entering a dark tunnel; a
radar operator attempting to track a target with the aid of noisy position
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data; or an anti-aircraft battery opeaating in an environment of electronic
counter-measures, optical counter-measure or simple topographical and mete-
orelogtcal obstructions masking the target's image. Indeed, our experimental
set-up simulated the situation of the latter, i.e., the AAA paradigm.

THE E_,PERIHENT

Our experimental facillty consisted of a PDP 11/20 computer, a CRT

screen, and a two-axes control stick. The PDP il/20 generated a delta-
shaped airplane image used in the compensatory tracking, with the image

displayed on the CRT screen (see Fig. 1).

Our subjects were instructed to manually track the delta-shaped image,
both in elevation and in azimuth, as it passed arrest the CRT screen. Each
target pass was a 25.6-seconds straight-and-level flyby. At predetermined

times during the run the target disappeared from the screen for a period
of one-second. This blanking simulated the temporary loss of visual con-
tact with the target. Five experimental conditions were implemented.

Condition A: No blanking

Condition D: Blsnkinga at -5 sec. and at +9 sec, (0. sec.- crossover)

Condition E: Blanking at -3 sac. J

Condition F: Blanking at +1 sec.

Condition G: Blanking at +3 sec. and at +9 sac.

The purpose of two blanking periods (Conditions D and G) was twofold: In

an attempt to prevent the subjects from relaxing their tracking effort after

the first blank occured, the second blanking at +9 seconds was introduced.
Also, this set of blanking periods enabled us to compare the transient
tracking behavior of subjects during periods of good tracking (where the
target angular velocity is small and the tracking error ls also small) with
the transient phenomena in the crossover region. Condition A - no blanking
served as the control for the subjects' baseline tr_cking ability.

Six University of Connecitcut students, m_mbera of the University Alr

Force ROTC program, participated in thee experiment. They uere trained ex-
tensively in this task by tracking a variety of flybys; however, they sere
not exposed to blanktngs until the formal experimentation commenced.

Each subject was presented with each of the five experimental conditions
in randomized order and there were 7 replications, for a total of 35 toni
per subject. The subjects were not inforMd as to the number of blanking
periods in each run, nor uere they told how many experimental conditions
were to be presented. 'they were told, however, the total number of runs to
be presented. The subjects were instructed to minimize their RHS _racxing.
error for the entire run, including the blanked periods. VoUow_ng each
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run, each subject was informed of his RMS error score and was encouraged to

Tracking errors in azimuth and elevation, and the control inputs in
i these axes were sampled by the PDP-II/20 at a rate of 40 Hz. Each 25.6-

second run thus yielded 1024 datum points for each of these four dependent
variables. The data were stored in real-time or secondary devices (discs

i and magtapes) for subsequent, off-line processing and analysis.

ii RESULTS AND DISCUSSION

ix Some results of this experiment are presented in Figures 2-6. Each

figure is the summary azimuth data of the (6 subjects x 7 replications = )

42 runs per experimental condition. (In the interest of brevity, elevation
data, which are completely analogous, were omitted here.) Figures 2a and

ril 2b are the mean and standard deviation, respectively, of the angular track-

i ing error under the baseline condition, Condition A (no blanking). Figure, 2a exhibits the asymmetry (large lag just before crossover and smaller

lead immediately after) characteristic of this tracking task [3]. Also, thetracking errors are quite small in the so-called "areas of good tracking"

_: outside the crossover region.

Comparison of Figure 3 (standard deviation, Condition D) with Figure

2b reveals the two blanking periods which manifest themselves as spikes in

_ Fig. 3. As expected, a blanking period Just before crossover produces an

!_ increased lag (Fig. 5), while a blanking period just after crossover effects
a lead and thus makes the error curve more symmetric (Fig. 6a).

These deviations from the baseline error curve were tested using a

:_ noint-by-point t-test and were found to be significant, under Condition E
! and F, at the P < 0.01 level. During periods of good tracking, however,

blanking had no effect on the tracking error mean. This was true not only
with respect to the blanking period at +9 seconds but also with respect to

the blanklngs at -5 seconds and at +3 seconds.

CONCLUSIONS

Increasing the operator's uncertainty of the target's posit}on for

short periods increases the lagging tendency before crossover and the

leading tendency - when the instance of uncertainty occurs after crossover.

Uncertainty on the operator's part of the target's motion always results
in increased error variance; the error mean, however, is sensitive to uncer-

:alnty only when the tracking task is difficult. In periods of good track-

lug (and hence, small tracking error) uncertainty has little effect on the
error mean.

47

• .]

1979007417-052



REFERENCES

i. Senders, J.W., Ward, J.L., and Carbonell: Human Visual Sampling Pro-
cesses. NASA CR-1258, 1969.

2. Senders, J.W. et al.: An Investigation of the Visual Sampling Behavior
of Human Observers. NASA CR-434, 1966.

3. Kleinman, D.L. and Ephrath, A.R.: Effects of Target Motion and Image on

AAATracking. Decision and Control Conference, New Orleans, La., Dec.
1977.

FIG. l: CRT DISPLAY

48

41

1979007417-053



!

ORIGINALPAGI_ IS
OF POORQUALITY

!4--

2-"

° i0 _ _

-4 - |

{

I I I I I I

0 5 I0 15 20 25 sec.
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FIG.3: AzimuthErrorS.D., Blankings@ -5 & +9 sec
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FIG.4: AzimuthErrorS.D.,Blankings@ +3 & +9 sec.

50

1979007417-055



-6 -

I I i I I I

0 5 lO 15 20 25 sec.

FIG. 5: Azimuth Error Mean, Blanking @ -3 sec.
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FIG.6a: AzimuthErrorMean, Blanking@ +I sec.
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FIG.6b: AzimuthErrorS.D.,Blanking@ +I sec.
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MODELING THE EFFECTS OF HIOH-G STRESS ON PILOTS

IN A TRACKING TASK

by Jonathan Korn and David L. Kleinman

Department of Electrical Engineering & Computer Science

University of Connecticut
Storrs, Conn. 06268

SUMMARY

_i Air-to-Air tracking experiments have been conducted at the Aerospace
Medical Research Laboratories (AHRL) using both fixed and moving base (Dynam-

_ ic Environment Simulator-DES) simulators. The obtained data, which includes

longitudinal error of a simulated alr-to-alr tracking task as well as otherauxiliar:, variables, was analyzed using an ensemble averaging method.

i_ In conjunction with these experiments, the Optimal Control Model (OCM)

! is applied to model a human operator under high-G stress.

INTRODUCTION !

': Recent efforts at Aerospace Medical Research Laboratories, WPAFB, have _
demonstrated initial feasibilities of applying the Optlmal Control Model [i]

_ of human response to the alr-to-alr tracking problem. The model has been _
able to generate predictions of ensemble mean and standard deviations of

longitudinal tracking error, aircraft sta_e variables and attained O forces
corresponding to arbitrary target profiles. The preliminary modelln_ efforts ._
were focused on two subproblems. First, effects that related cost functional
welghtlngs and internal model parameter changes to G-stress were considered.

Second, a structural change of the model was suggested. The data for this _

model development and validation has been generated on the centrifuge (DES)
facility at AHRL. The most recent data vs. model comparisons have shown ex- _

cellent correspondance for tracking error ensemble statistics. Further model
refinement efforts are now under investigation.

ENGAGEMENT SCENARIO

Figure 1 shows the geometry of the air-to-air tracking in the longitu-
dinal plane [2]. In our modeling efforts we assumed no gunsight dynamics,
i.e. the sight is fixed and aligned wlch the aircraft body axis. An addition-

al slmpllflcatlon has been added by assuming that pitch angle equals the
JL

flight path angle. 5 { _._,-,' _'L_.'_.J
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FIG.I: TRACKINGGEOMETRY

OA - pursuer fp angle 0T = evader fP angle

ZT - inertial line of sight

ZTA = BA - ZT = relative llne of sight

r = eT - _T = aspect angle

OPTIMAL CONTROL MODEL FOR AIR-TO-AIR TRACKING

The OCM, modified to treat deterministic target motion assumes the

system dynamics

_(t) = Ao_x(t) +..ob u(t) + Fo z(t) (I) k

Z(t)- co _(t) (2)

where u(t) _ _ is the elevator deflection and z(t) is a function of the
target motion. The state vector is

_' = [qT' qA' aA' OA" OT' e]'

where qT(qA) IS the target (attacker) pitch rate, aa Is the attacker angle
of attack _nd e is the tracking error. The observations are

_' - [e, _, r, Ô� 2' 56
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wlth correspondance to the OCMassumClon on observations. The human perceives
only a delayed and noisy slgnal

y_p(t) - y.(t-_) +__(t) (3)
where v (t) is a whlte observation noise wlth covarlance

---y _

• (YI2+ o12)

Vyl(t) = fl(t) N2(al) i = 1, ..., 4 (4) _

• = operator tlme delay

, p; = nominal noise to signal ratio f

_ fl(t) = fractlonal attention allocation to the l-th observed variable
t

N(a t) = equivalent gain of the visual/Indifference threshold at

- mean of Yi

: i o = standard deviation of Yi" i

The control input corresponds to the differential equation

_ U

: -Lc Lu(t)J+ v

_here L Is the feedback gains vector, _(t) Is the estimated state, TN is the

neuro-m_tor time constant and v _t) Is a whltemotor noise with covarlancei proporclonal to the covariance _ u(t)

_ Vu(t) - ou cov[u(t)l, (6)

0u being the motor noise ratio coefficient. The system matrices are'j

- -

0 0 0 0 0 _ 0
i__

0 M M 0 0 H__._. q a :_

_! A = 0 I Za 0 0 b = 0
_: o -o-1 1 0 0 0 0

0 i 0 VID O 0

g



0 0 0 0 1

0 1 0 V/D 0C -
o 0 0 0 -1 1

1 0 0 V/D 0

The vertlcal acceleratlons of the targett and those commanded by the attacker

are respectlvely

V

GT(t) - _ • Xl(t) + I (7a)

GA(t) = _ • x2(t) + 1 (Tb)8

The constants are

M6 = Ii

v = I000 ft/sec D = i000 ft.

8 = 32.2 ft/sec2

-I
M = -7.63 sec
q

-1
M - -20.66 sec
a

-I
Za - -2.27 sec

A typlcal GT time history, used in the present AHRL studies is shown in Fig.2.

G LEVEL

GHAx ,, 7g/ _ 4g
1.5g

TIHE
: FIG. 2: TYPICAL G,,.TIHE-HISTORY

/
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The internal model parameters were set to their nominal values _ - .2 sec,

0 u - -20 dB, 0y -14 dB, _N .I sec. Usually, the nominal value of Oy
In our case there(-0_) for a single observation channel would be -20 dB.

areY4 observation channels which increase the nominal Oy to -14 dB.

PILOT MODELR_VISION AND RESULTS

Motivated by recent results in modeling AAA Creckln8 under high uncer-
tainty [3], we write the human's internal characterization of target motion

(X1 = qT) as

_l(t) - -_(t) xi(_.) + zl(t) (8)
rather than

_l(t) - z(t). 49)

NOW,
o

Zl(t) - z(c) + _(t) Xl(t) -_ [GT(O+ _(t) GT(C)] ClOt

Using this approach we note the £ollowlng facts:

1. a(t) does not affect the system model.
2. a(t) does affect the Kal_n filter submodel equation associated

with this state,

_l(t) = -_(t) Xl(t) + _4t) ; _(t) - white noise (11)

The target motion is perceived by the human operator as a Harkov process as
opposed to s random walk (a=O). It reflects the pursuer's uncertainty In
perceiving the target'_ motion, a(t) is chosen according to

6(t) + a(t) = _A((GT) • _ 412)TL

vhere 4

(GT) - 3 • 113) .i

model-vs-data compsrlsons forThe resulting for ensemble mean error (e(t))

dynamic and statlc-G cases (G-stress and no G-stress) are shorn In FIsures
3-4, respectively. The agreements are excellent through the transient G
peak to recovery. Nominal parameters have been used for the basic OCH xe-
sponse parameters; the only change betveen static and dynamic cases is

x L - 4147
97 dynamic
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CONCLUDINGREMARKS

A preliminary modeling work in the area of air-to-alr tracking task has

been conducted and the initial results have been extremely encouraging. How-

ever, further research is needed, and is presently continuing, to interpret
these results and to match the standard deviation data.

For modeling work, a major concern is involved with the OCM internal

parameters and their dependence on Gz and Gz levels. A set of new exper-
iments will be conducted in the near future to enhance the observations of

this dependence.

Also, the.present model formulation does not include any motlon--derived
cues as Gz or Gz;.it merely regards these quantities as external stressors,
and neglects any useful motion cues that they may provide. It is the feeling

of the authors that this aspect of modeling work need to be considered in any
future modeling efforts.
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AAA GUNNER MODEL BASED ON OBSERVER THEORYi
i

By R. S. Kou_, B. C. Glass*, C. N. Day** and M. M. Vikmanis*

i
*Systems Research Laboratories, Inc.Dayton, Ohio 45440

i **Aerospace Medical Research Laboratory

Wrlght-Patterson Air Force Base, Ohio 45433

SUMMARY 1

i
The Luenberger observer theory is used to develop a predictive model

of a gunner's tracking response in a__ntla__ircrafta__rtillery(AAA) systems.
This model is composed of an observer, a feedback controller and a remnant
element. An important feature of the model is that the structure is

simple, hence a computer simulation requires only a short execution time.
A parameter identification program based on the least squares curve

fitting method and the Gauss Newton gradient algorithm Is developed to

determine the parameter values of the gunner model. Thus, a systematic

procedure exists for identifying model parameters for a given antiaircraft
tracking task. Model predictions of tracking errors are compared with
human tracking data obtained from manned AAA simulation experiments _
conducted at the Aerospace Medical Research Laboratory, Wrlght-Patterson

_ AFB, Ohio Model predictions are in excellent agreement with the

_ empirical data for several flyby and maneuvering target trajectories.

'F

INTRODUCTION _

%

A systematic study of threat effectiveness for a_ntia_ircrafta_:'tillery
(AAA) systems requires the development of a mathematical model for the

gunner's tracking response. The gunner model is then incorporated into i
computer s_mulatlon programs as shown in reference I for predicting

aircraft attrition with respect to specific antiaircraft weapon systems.

Two of the fundamental design requirements of a gunner model are simplicity
in model structure and accuracy in the tracking error predictions. A

simple gunner model structure will shorten computer simulation execution

time. Obviously, accurate predictions of tracking error implies model

fidelity with respect to describing the gunner's tracking performance.
Then, the manned threat quantification in the threat analysis will be

_ reliable.
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An antiaircraft gunner model based on the Luenberger observer

theory in references 2, 3 and 4, is developed in this paper. It i

satisfies both the design requirements mentioned above. The structure of ii
the model is simple and its predictions of tracking errors are accurate.
It is composed of three main parts - an observer, a feedback controller, ....

and a remnant element. An observer is itself a dynamic system whose out- J

put can be used as an estimate of the state of a given system. The I
simplicity of the observer design makes the observer an attractive design
method. The estimated state is then used to implement a linear state

variable feedback controller which represents the gunner's control
function in the compensatory tracking task. The effects of all the

randomness sources due to human psychophysical limitations and of

modelling errors are lumped into one random remnant element in this model

design. Another important feature of this model is that its parameters

can be determined systematically instead of by trlal-and-error. A

parameter identification program based on the least squares curve-flttlng
method in reference 5 and the Gauss-Newton gradient algorithm in reference

6 is developed for this purpose. This program iteratively adjusts the i

i parameter values to minimize the least squares error between the model

prediction of tracking error and actual human tracking data obtained from -i
manned AAA simulation experiments conducted at the Aerospace Medical

Research Laboratory, WPAFB, Ohio. Thus, it provides a convenient |
_ procedure for model validation. In addition, a computer simulation /

I program is developed with the designed model describing the gunner's
• response for a given AAA tracking task. The program provides time

functions of the ensemble mean and standard devlatzon for the model's

tracking error predictions (azimuth and elevation). Computer simulation
results are in excellent agreement with the empirical data for several

aircraft fl_by and maneuvering trajectories. This verifies that the model

can predict tracking errors accurately and thus is a reliable description
of the gunner's compensatory tracking characteristics.

A comparison between this model and the optimal control model

in references 7, 8 and 9 (by Klelnman, Baron, Levison) is also given.
It can be shown that the model based on observer theory is as accurate as

the optimal control model in predicting tracking errors. In addition,

the computer execution time of the AAA closed loop system simulation

utilizing this model is less than 15% of that using the optimal control
model. This is a primary advantage of a model with simple structure.

DESCRIPTION OF AN AAAGUN SYSTEM

The tracking task of an antiaircraft artillery (AAA) gun system

can be described by a closed loop (single axis tracking loop) block
diagram as shown in figure i. Two gunners, one each for azimuth and
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I
elevation axes, play the role of controller in this man-machine feedback
control system. From his visual display, each gunner observes the trackin_

_ error, eT (one for azimuth error and the other for elevation error), which

is the difference between the target position angle 8T and the gunsight llne

angle 0g. Independently, the gunners operated the hand crank to control the
gunsight system in order to align the gunsight llne angle (output) with the

target position angle (input). Therefore, the azimuth tracking task is de-

coupled from the elevation tracking task in this AAA system.

Terser GU_ER _ •

L

FIGUHis JLOC_DL4GEN_OFTifl__ CL0$EZ)LOOPS¥S_f ._,
: %

The purpose of this paper is to develop a mathematical model of the i

response characteristics of a gunner in a compensatory tracking task. There- !
fore, in the following, we first describe the mathematical representation of

i the gunsight and rate-aided control dynamics (the gunsight system) and thetarget trajectories. In this paper the transfer function of the gunsight

system considered is:

%(s) 1
= m (i)

U(s) s

for the azimuth angle tracking as well as the elevation angle tracking.

(Og(S) and U(s) are the Laplace transforms of eg(t) and u(t) respectively.)
It can be shown that this transfer function is a valid representation of

many practical gunsight systems. Several flyby and maneuvering trajectories
in reference I0 of the target aircraft of 45 seconds duration were =elected

as input to the AAA system of figure i. These trajectories are deterministic

functions _f time. (But their dynamic properties _T, 0T' etc., are not known _
precisely to trackers. The state space equation of the gunsight system and
the target motion can be derived as follows.

I "_xffi Ax + Bu + F0z (2)

where x denotes the state vector having two components,

i"
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i

x2 [ _T
and A, B, and F matrices are i .....

a21 a22

B= bl = ,F= = ,
b2 f2

and the scalars u and 8T denote the control from the AAA gunner and the

target acceleration. The tracking error eT on the visual display is

observed by the gunner and is expressed in the measurement equation:

y ffiCx_ (3)

where y Is the observed tracking error and C is a row vector [I 0]. /

Equations (2) and (3) wlll be used in the next section to develop an

_ gunner model•

AAA GUNNER MODEL

This section presents a mathematical model of an antiaircraft gunner in

the compensatory tracking task. The main design requirements for

developing this model are:

• accurate model prediction of tracking errors

• simple model structure

• systematic determination of model parameters

In this paper, the Luenberger reduced order observer theory has been

applied to design the gunner model which satisfies the above design

requirements• Figure 2 shows the block diagram of this model consisting
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! J
rloU]UI 2: il, OCI DI3t_Utll OF _ STIIUCTUi_ OF _ .4.AA_ NODm-

of three main elements: observer, controller, and remnant. The first

element is a reduced-order observer which processes the gunner's

observation from the visual display to provide an estimate of the states

of the AAA system. It will be shown that the system equation (2) is a
2nd order system, but the reduced-order observer is only of the first

order. Since some components of the state as given by the system outputs

are already available by direct measurement. The estimation of these

components of the state is not necessary and will cause a certain degree

of redundancy. The use of a reduced-order observer eliminates this
redundancy and still provides sufficient information to reconstruct (or

estimate) the state of the observed system. The controller represents
the gunner's tracking function by an estlmated-state linear feedback
control law. The observer and the controller consists of the deterministic

part of the gunner model. The effects of the various randomness sources

in the AAAman-machlne closed loop system and of the modelling errors

are lumped into one element called remnant which is the stochastic part

of the gunner model. These randomness sources include the modelling error,
the observation error, the neuromotor noise, etc. Mathematical equations
of thls model are given below.

Model Equations
!
i System equations (2) and (3) are used in the design of the gunner

model. However, the gunner doesn't have the precise information about the
i target dynamics, so the term representing target acceleration, OT, in
i Eq. (2) will not be included in the design of the observer equation.

The effect on the tracking error due to the modelling error of the gunner's

uncertainty about target dynamics will be included in the remnant element.

Now from Eq. (3),

y = Cx = x 1

the tracking error is available from direct observation. Thus, it is only

necessary to estimate the second component x2 of the state vector _ in

order to implement a state variable feedback control law. By the :i
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A

reduced-order Luenberger observer theory in reference 4, an estimate x2

of the state variable x2 can be obtained by

^ (4)
x2 = (a22 -kal2) x2 +k g+ (a21 - kall) Y + (b2 - kbI) uc

where a.. and b. are the elements of matrices A and B in Eq. (2), the .

scalar k is the observer gain, y and 9 are the observed tracking error and

error rate respectively, and uc is the linear feedback control law (the
controller) with the form:

uc =-IVI_2 ] [_]

[xJ2

where the feedback control gains Y1 and Y2 are two constants deter-
mined in reference 10. Note that the state feedback is composed of y

(the observed variable which is Xl ) and x2 (the estimated state of x 2 ).
It can be shown that the system (_) and (3) is completely observable.
(The definition of observability and the conditions of a system to be
observable can be found in reference 11). Then, by the observer theory,
there always exists an observer gain k to make the eigenvalue of the
observer (Eq. (4)) negative. Thus, the output of the observer will be a
good estimation to the state of the observed system. This shows the
existence of proper obser-:_r gain k in Eq. (4). Actually, the value of
observer gain k is determined by a curve-fitting identification program.
The required differentiation of y in Equation (4) can be avoided by
introducing the following variable:

z(t) - _2 -ky(t) (5)

Hence the observer dynamics can be represented by

i - (a22 - kal2)Z + (a22 - ka12)kY + (a21 - kall)Y + (b 2 -kbl)U c (6)

Next, the actual output of this model is expressed as the sum of the

output uc of the controller and the remnant element v.

u = uc _ (7)
= =[TiY2] x2 + v

where the remnant term v(t) is modeled as a white noise and its statistical

properties are selected to be

E [v(t)] - 0 for all t (8)
E [v(t) v(_) ] = q(t) 5(t - T) for all t and T where

E is the expectation operator, _(t) is the Dirac delta function and the
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l
covariance function q(t) is assumed as a function of estimated target

dynamics, ^ ^

q(t)= _1 �_2_T2(t) �a3_T2 (t) (9)

_here al' a2' and a3 are three nonnegative constants to be determined, and
A

0T and eT are estimated target angle rate and acceleration respectively.

Equatione. of the Closed-loop AAA System

In the previous section, the gunner model equations of the observer,

the controller, and the remnant have been derived. These equations are

_ combined with system equations (2) and (3) to obtain the mather.mtical i
i model of the closed loop AAA system. Since x ! = y, Eqs. (2) and (6) can i

be rewrlcten as follows:

= allY + a12 x2 + blU + fleT i
•. i

o

x2 = a21Y + a22x2 + b2u + f28 T (10) i

= (a22 - kal2)Z + (a22 - ka!2)kY + (a21 - kall)Y + (b2 - kbl) uc

U'U +V
C

Uc = "['YI 721
2 i

By introducing new variables:

x3 = x2 - ky

and

e " x3 - z (11)

Eq. (10) can be rewritten as
st

= AIX + FI0T + DlV (12)

where X is the state vector of the overall system with components:

[:][]
Y Y i

- _ii X = 3 " X2 ky

, x3 z
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and AI, FI, and DI are matrices defined as follows:

_11 + al2k - bl(71 + k 72 ) a12 - bI 72 bI 72

A1 = (a22-ka12)k+a21-_11 a22-ka12-(b2-kbl)72 (b2-kbl)72

-(b2-kb 1) (71+kx 2)

0 0 a22 - kal2

- " 1
fl bl

F1 = f2 " kfl ' D1 = b2 - kbl

f2 " kfl b2 " kbl

m

Once the structure of the model is designed, the next step is to determine

the parameters associated with this model (i.e. k, Yl' 72' _1' _2' a3

in Eqs. (6), (7) and (9)). It is important to have a systematic method

to determine these parameters for a given AAA system. A parameter
identification program based on the least squares curve-fitting method
and the Gauss Newton gradient algorithm has been developed by the authors•
This program can easily determine the parameters of the gunner model by
minimizing the difference between the model prediction of the tracking
error and the corresponding empirical data. The following equations
(mean equation and covariance equation) are used in the curve-fitting
program. Letting the expectation value of X be X, then we have,

• #,

. ^tg + FieT (131

and the covarlance matrix of X (t) is P(t) - E[ (X(t) - X(t)I(X(t)-X(t))T];-- "j
then it can be shown in reference 11 that the covartance utrix is governed
by

p . A1P + pAl T + D1 q(t) V1 T (14) !

Equations (13) and (14) are used in the paremeter identification program
to flt the empirical data obtained from the manned AAA simulation
experiments conducted at the Aerospace Medical Research Laboratory,
Wright-Patterson AFB, Ohio. The detail of the identification program and
the curve-fitting procedure can be found In reference I0. The results
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i

of curve-flttlng parameter identification program are shown in the following
table:

k 71 72 _1 a2 _3
Azimuth

2.94 -2.87 -I.00 .0496 .0024
Tracking _

Elevation
3.02 -3.01 -1.00 .0032 .00047 .259

Tracking

SIMULATIONRESULTSAND DISCUSSION

The numerical values of the parameters of this gunner model were
determined in the previous section with respect to the gunslght dynamic i

)

system (Eq. (2)) and a specific target trajectory. The gunner model is
now ready to be used for computer simulation. A computer slmulatlon
program of the AAA system with this model representing the gunner response

was developed. The input to this program is the target motion trajectory.
The outputs are the model predictions of the ensemble mean and standard !
deviation of the tracking error. A typlcal result is plotted in fig. 3 _
for a s)ectfic target trajectory. The solid line in fig. 3 denotes the

---- [_PIRICALDATA

.... MO0(L PRE01CTIOM

|.)

|.I'

| • 1| I• m| _f :Hi 3• II qS
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rlEUR£ $. M£RN TRRCKINE £RROR
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empirical data of the sample ensemble mean for azimuth tracking errors.
The corresponding model prediction is denoted by the dotted line in fig 3.
There is an excellent match between these two curves. $imilar comparison
between model predictions and emplrlcal data for several other flyby and
maneuvering target trajectories can be found in reference i0. All the

simulation results show that this gunner model with the same parameter
values can predict accurately the tracking errors for various target
trajectories with similar frequency band widths. Therefore, it is a
predictive model. The values of the model paremeters depends on the gun-
sight dynamic system. Furthermore, this model is adaptive with respect to
the target motion and this adaptive property is considered in the
structure of the covarlance function (Eq. (9)) of the remnant element,

A comparison of the modet prediction accuracy between this model
and the optimal control model in reference 7 has been done for several

target trajectories. All the results show that both models give accurate J

predictions of tracking errors. A typical result is shown in fig. 4
for a f]yby trajectory. It is obvious that the gunner model developed in
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this paper can predict the tracking errors as accurately as those obtained
by the optima] control mode/. However the computer execution time of
simulating the AAA gun system using the gunner model is less than 15g
of that by the optl_al control model. It is a primary advantage of a

model with simple structure. It can be concluded that _he gunner model
based on observer theory is very useful in the analysis of the performance

of the AAA gun system.

CONCLUSION

The Luenberger observer thsory has been applled to design an

antiaircraft gunner model which is composed of a reduced-order observer,
a state varlable feedback controller and a remnant element. The h_;h-

lights of this model are slmple in the structure _nd accurate in the

model prediction of tracking errors. The key d_slfn r_quirement is to

make the model structure slmple so that it can shorten con,purer simulatlon
time. It has also been shown in figures 3 and 4 that this model can

predict the tracking errors accurately. In addition, a parameter

identification program based on the least squares curve-fltting method and
the Gauss Newton algorithm has been used to systematlcally determine the

numerical values of the model parameters. This gunner model has been

used to study the AAA ef_ectlveness of several air defense weapon systems

at the Aerospace Medlcal Research Laboratory, Nright-Patterson AFB.
All the results show that it is an ac arate and efficient antiaircraft

gunner model.
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!_ MODELING THE HUMANAS A CONTROLLER IN A
_': MULTITASK ENVIRONMENTm

il
_ T. Govindaraj and William B. Rouse

Department of Mechanical and Industrial Engineering
Coordinated Science Laboratory

University of Illinois _
il Urbana, Illinois .

i ':: SUMMARY

i!
_ Modeling the human as a controller of slowly responding systems

_i with preview is considered. Along with control tasks, discrete non-controltasks occur at irregular intervals. In multitask situations such as these, .4

i_. it has been observed that humans tend to apply piecewise constant controls. !

It is believed that the magnitude of controls and the durations for which i

they remain constant are dependent directly on the system bandwidth, preview !

_!_ distance, complexity of the trajectory to be followed, and nature of the
non-control tasks. A simple heuristic model of hu_n control behavior in _

this situation is presented. The results of a simulation study, whose _

purpose was determination of the sensitivity of the model to its parameters,
are discussed. _ -!

:_. INTRODUCTION

!i Although s_cessful operation of an airliner is now possible from _ i
!!: take-off to touchdown with minimum involvement of the human pilot [I] he i i

; must still perform various routine checks in the course of a normal flight. I
In addition, even when flying on autopilot, constant monitoring of various i :I

instruments is necessary to detect any out of tolerance signals and abnormal

occurences of any events. Further, malfunctions or chan_es in atmospheric
conditions, for example, might require that the pilot take over control and

mke course changes that are different from the preplanned trajectory. Thus,

despi_e advances in automation, human control of aircraft is certainly still
of interest.

When the human is controlling a plant, it has been observed that

the controls applied are not always continuous. Continuous controls are
necessary and are observed when the time constants involved are rather small
and the deviations from some reference trajectory must be kept within some
close tolerance. But when the time constants are relatively large, it is :_
unnecessary and also difficult to apply the right amount of continuous _

control. For slowly responding processes it is often sufficient and i_
desirable to apply step-like controls intermittently. This gives an ii

opportunity to observe the actual behavior of the system, compare it with the

This research was supported by the National Aeronautics and Space

Administration under NASA-Ames Grant N_-2119.
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predicted behavior, and take corrective action. This usually prevails in a

tracking situation where a certain ler_th of the future command trajectory is

available, along with the present required position. Further, applyinz_ the

step-like controls also frees the human to engage in non-control tasks. In
fact, this kind of behavior is common in process control situations and also

has been observed in simulations of a flight management situation [2], [3].

When preview of the command trajectory for a certain distance

into the future is available, it is likely that the human would apply
step-llke controls so as to minimize the future trajectory deviations rather

than instantaneous deviations. A model which appears reasonable is one which

updates the expected deviations of the cost over the length of the previewed

trajectory and uses this information along with the knowledge that it "costs"

to change control values, The cost to change control reflects the fact that J

non-control tasks must be attended to, though they may not be of primary
importance. The "cost" is thus due to the feeling that the ,,_n-oontrol tasks

would "suffer" if attention is focused away from them and on the primary task
alone. "lhls cost may manifest itself as a tolerance threshold for error

below which no action is taken. A measure for the cost of not attending to

the subsystem tasks is available as a function of various probabilities and

costs for delay of subsystem tasks [4].

BACKG_Ob_D

Of the avaiIable models for manusl control, the optimal control
model would appear to be a suitable candidate. However, this model assumes
that control remains non-zero at all times whereas in an intermittent control

situation, control is zero for a significant portion of the time. Hence the

mean fraction of time devoted solely to control, corresponding to non-zero

control intervals, cannot be calculated with the optimal control model. For
a given fraction of attention, the conventional optimal control model

predicts only RMS errors and RMS control actions. While recent versions of

the model do yield a measure of attention that should opti.mally be used for

monitoring subsystems that dynamically ['elate to the control taskp subsystem
t&sks that only remotely relate to the aircraft's dynamic response cannot be
considered. Further, in multitask situations the optimal control model's

performance criteriem, which minimizes mean squared deviations, may not be

appropriate. Finally, these approaches do not yield any predictions of the

split of" attention between control and non-control tasks or about the
probability that the human is involved in the control of a continuous system I

at any particular Instant.

The human in multitask situations has been modeled by Walden and
Rouse [3] as a 'server' in a queue where 'customers' are the control and
non-control tasks. The customers are assumed to arrive for service with

exponentially distributed inter-arrival times (Poisson arrivals.) Service

times are _:rlan_-k distributed. Some customers have a higher priority over
others (e.g., control tasks over non-control tasks.) There are a total of N

customers in the population (total number of possible tasks the human may be
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I ..............................................................................................................I
_: called upon to attend), and N spaces are available in the queue (i.e., at

_ worst all the N systems may require service simultaneously. ) This situation
v:
_; can be modeled as a (M/_.k/I:PRP/N/N) queue. (See references [5] or [6] for :_
a details about the notation. ) The queueing model predicts the fraction of time :I

_}_ spent in each type of task (i.e., server utilization). The emphasis in this
model is on the subsystem task performance. The control task is modeled in

_: the sense that performing it consumes time. However, measures characterizing

control performance (i.e., RMS errors) are not available.

:/!i! AN INITIAL MODEL

_ Some success has been achieved using a heuristic model to

(_ describe control of an aircraft (with simplified dynamics) in a horizontal

plane. Initial computer simulations indicate that this could be a fruitful

approach. A plece-wise straight line map was created using uniformly

i_ distributed random variables for the length of straight line segments. The

:_ magnitudes for angle of turn between segments were chosen fro,'_nine values
i (I0"-90") with equal probability. The direction was chosen randomly. This

type of map was designed because of the flexibility in determining the
parameters. It is a simple matter to change the probability distributions of

various parameters of the path, so that different conditions could be easily
: tested, it was assumed that the aircraft would be moving forward with

constant speed. A point moved along the map corresponding to the desired
aircraft position. A distance equivalent to two time constants ahead of the

desired position on the map was shown as preview. Only lateral motion was
considered. Control in the horizontal plane was achieved through use of the ,'

aileron to change the bank angle. The dynamics are shown in Figure I.

-6" "" : ------, --sz + 2 u,. s 4- s

6-AileronAngle
_-RoU Angte
l_-YowAngle

X
i Y ;
: ;il

_-Angle bCween velocity vector l V) and Yaxis

Rg.1 Simp!ified Lateral Dy,nomics
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The deviation from the desired position was constantly monitored.
A perfect internal model of the aircraft was assumed. At every time instant,

the model calculated the future positions for the entire preview length

assuming that the roll angle would be zero. At any point, the error was

calculated as the deviation from the commanded position, instead of the

perpendicular distance to the map. .,

It appears reasonable to expect that the importance siren by the

human operator to deviations from the desired trajectory will vary alon6 the

length of the trajectory. Deviations at the current time cannot be corrected

or changed significantly due to the slow response of the system. Also, the
expected deviations near the end ot the previewed _ommand trajectory need not

be considered immediately, since enough time will be available in the future o4

to correct these. Further, any changes "beyond the horizon W that would come

into view soon can reasonably be ignored. Accordingly, the human might
weight the mid-portion of the previewed command more than either end. So

the weighting function for errors would increase to a maximum (from zero),

about one time constant frcm the current positionp and decrease again to a
near zero value at the end of" the trajectory.

I

Fi_.2 _mulction Results: Heuristic Model l

kelghted error is squared and summed over the preview length. It
this predicted error function exceeds a certain threshold, 'aileron' is held t
at a maximum value until maximum bank angle is reached. If the error is
within the threshold, the bank angle is made zero. Constant weights on
errors were uped for the simulation. The results are shown in Figures 2 and
3 and appear reasonable, lhe ti_ intervals corresponding to non-zero
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aileron action give a direct measure of fraction of time required for control
which is proposed as a correlate of workload. A1thou._hthe human must J- !

_ continuously monitor for cumulative error, workload due to this is assumed
negligible compared to the workload involved in control where he must watch i
the effect of his actions more carefully.

g

2

At2 AT.3 Ati .,,

E

I I I I I t
e I 2 s 4 $

'12_ { ,4aZI"RNrfUl_S )

F_3 ControlandRoUAngleHistoryfor a GivenCourseChange

Simulation experiments were conducted usiE.,'._ fractional
_/actorialdesign to find out the sensitive/relevantparameters. A resolution
_I design was used so that no main effect or two factor interaction is
confounded with any other main effect, two factor interaction, or three
factor interactions. The following parameters were assumed to affect
pertormance:

1. Dynamics ( T of the process), _ = 1,5
E Average arrival rate of turns, _/B= 3T,6T

3 Standard deviation I_ ,

ofcoursechanges = 30"q. Amount of preview _' = 2_,q_
5. Weighting function, RePot.Trian_. O_ _(_t
6 lhreshold on cumulative

weighted error, bow Rich

R4S errors and the fraction of time spent on control were used as performance

measures. A constant function (rectangular) and a triangular function wereused for weighting on errors. For other parameters, two extreme values were
chosen, to obtain a total of 32 different oonditlons. Exponentially
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segment lengths and normally distributed angles of turn were used
For each condition, two replleations were run. The results are

Tables I and II.

Table I

Analysis for RMS Error

Factor Effect Sum of DOE F Ratio

Squares

1 4"433 314.409 1 131.037 P < 0.001
2 -0.671 7,206 1 3.003
3 1 .q77 3q.887 1 lq.5qO P < 0.001
q 4.087 267.247 1 111.381 P < 0.001
5 -1.397 31.219 1 13.011 P < 0.001
6 0.622 6.188 1 2.579

12 -0.268 1. lq5 1 0 .q77 ,_
13 1.108 19.653 1 8.191 P < 0.01
14 4.174 278.726 1 116.165 P < 0.001
15 -0._86 12.557 1 5.233 P < 0.05
16 -0.250 1.00q 1 0.q18
23 -0.288 1.325 1 0.552
24 0.0q9 0,038 1 0.016
25 0.335 1.79q 1 0.7_18
26 1.315 27.676 1 11.535 P < 0.005
34 0.383 2.353 1 0.979
35 1.295 26.822 1 11.179 P < 0.005
36 O. 197 0.619 1 0.258
45 -0.91q 13.364 1 5.570 P < G'.025
46 0.256 1.062 1 0 .qq3
56 0.124 0.2q6 1 0.102

Average q .192
Error 100.77q 42
Total 1150.313 63

(1-Period, 2-$egment Length, 3-Angle of Turn,

q-Preview Length, 5-kelght, 6-Threshold) i
I
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Table TI

Analysis for Fraction of Attention

Factor Effect Sum of DOF F Ratio

Squares

1 0.231 0.856 1 33.221 P < 0.001 _
2 -0.057 0"051 1 1.999

3 0.017 0.005 1 0.181 _!
4 0.144 0.331 1 12.837 P < 0.001
5 -0.117 0.218 1 8.468 P < 0.01 !
6 -0.139 0.311 1 12.084 P < 0.005 :_.

12 0.004 0.000 1 0.011 ,i !
13 -0.018 0.005 1 0.206
14 0.269 1. 158 1 44.963 P < 0,001
15 O. 000 O. 000 I O. 000 i
16 0.004 0.000 I 0.008 _ !

23 0.067 0.0?2 I 2.783 ']
24 0.030 0.014 I 0.541
25 0.005 o.ooo 1 o.o17 _J
26 0,060 0.058 I 2.234 ,. "!
34 -0.074 0.087 1 3.359
35 0.047 0.035 I 1.374 i
36 -0.043 0.030 I I. 155 ti
45 0.005 0 000 1 0.014
46 0.048 0.037 1 1.435 I

56 0.090 O. 129 1 5.011 P < 0.05 !
!
Q

Average O. 256
Brror 1.082 42
Total 4"479 63

(l-Period, 2-Segment Length, 3-An_le of l'urn,

4-Prevlew Length 5-welght, 6-Threshold)

It can be seen that period, preview length and their interaction
largest effect on perform_uce. Vlfterent welghtlnb functions also

performance. In addition, RMS error is affected by the magnitude of
various interactions. Fraction of time spent on control is

the threshold. Higher threshold values reduce this fraction.

Though the interaction of mean segment length and threshold
hHS error, segment length alone does not affect either of the
measures. This could be due to the constant forward speed in all

;_hereas the mean segment length is scaled by the time constant. For

process, for a given threshold any error that may result takes a
to reduce to zero. Since the 'vehicle' would stay away from the '
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i

trajectory for a longer time, hi_her R_S error results.

, Relatively high workload as well as hi_her f_S error is observed
for the slower process with longer preview. Once the threshold is exceeded,
the model applies an appropriate amount of control. However, due to the slow
response, the magnitude of error remains near the threshold for some time....
but, the error could change sign as new points come into view, and might call
for a different control action. Due to longer preview the error chan_es
sign quite frequently, resulting in increased control action. This again I
results in the error remaining near the threshold. Thus, behavior similar to
a limit cycle results which, interestingly, has been observed when naive _I_
subjects control slo_ processes. Ibis could possibly be avoided by haviru_
one threshold above which control is actuated, and a lower threshold below

which control is made zero.

CONCLUSIONS
i

The next phase of this work will involve d_.velopmentof an
experimental situation for use with human subjects. Non-control tasks will
be included to simulate a multitasz environment. Simple arithmetic tasks may
0e used. Multiplication tasks with keyboard entry of results are a

possibility. Complexity and the rate at which these are presented could be ii
varieC, so control task error criterion (i.e., the threshold_ may perhaps be
manipulated.

The possiOility of developing analytical models usin_ the min-max
approach [7],[6],[9],[;0], satisfaction approach [11],and fuzzy sets [12]
will be pursued. An attempt will be made to cast our problem in _ form
suitable for analysis using the above methods, with possible modifications
where necessary. Especially interestin_ in this regard is _he satisfaction
approach. It may be possible to formulate our problem in this framework, and
obtain a heurlstlc-based solution with the addition of a few conditions
related to the problem structure, With these models available, a more
realistic experiment will be developed using the General Aviation Trainer II
(_AT II). Along with the control task, the non-control tasks will be made
more realistic.

In summary, a slmple heuristic model for the control task was
presented. Simulation results for a set of conditions describing various
trajectories were given. The controller part assumes perfect internal model.
Only the threshold must be determined to yield intermittent control. The
period and the preview ler_th were found to be the most important parameters
a_fecting performance. T_is will form the basis ._orproposed experiments
with humans. The model will be refined to take into account the results of
these experiments and then, will be used along with a queuein_ model for
non-control tasks, to model the overall multitask situation.
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THE INTERHALHODEL: A STUDYOF THE REi_TI_ CONTRIBUTIOH

OF I_OPRIOCEPTIONAND VISUAL INFORHATIOHTO FAILURE

DETECTIONIN DYHAHICSYSI_HS*

I By Colin Kessel and christoph+,r Do WickensDepartment of PJychologyp University of lllinoi8

St_¥

! -
:} The development of the internal model as it pertains to the detection of

step changes in the order of control dynamics is investigated for two modes
of participation: whether the subjects are actively controlling those dyo
emmlcs or are monitoring an autopilot controlling them. A transfer of train-
ins design vas used to evaluate the relative contribution of proprioceptlon
and visual information to the overall accuracy of the internal model. Six-
teen subjects either tracked or monitored the system dymmtcs as 8 2-dhnen-
sion81 pursuit display under single task conditions and concurrently with 8
"sub-critical" tracking task at tvo difficulty levels. Detection perfo_nce
was faster and note accurate in the manual as opposed to the autopilot mode.
The concurrent tracking task produced a decrement in detection perfomance for j
all conditions though this yam mote marked for the manual mode. The develop-
ueht of an internal model in the manual mode transferred positively to the
auteumtic mode producing enhanced detection performance. There was no trams-
fur free the internal model developed in the automatic node to the manual
mode.

INTRODUCTION

Over the past few years there has been a great deal of research directed
at the problem of determining the differences betveen operators and monitors
of dynamic systems (References 1-7). While the conclusions reached by these
authors do not always coincide, there Is a general conseneur that a 8rester
understanding of the different processes operating in the tvo modes of parti-
cipation is necessary for the successful integration of 8uteolted systems in
the workplace.

We have provided a detailed theoretical analysis of the processes in°
valved in the tvo modes of participation (Reference 7). BriefZyp this anal,
yale has argued that one ws_ in vhich the differences between nodes of parti-
cipation can be studied is by deterninin8 the relative sensitivity of operators
versus monitors in 8 failure detection task. _

_Thts research use funded by the Life Sciences Prosrau_ Air Force Office i
of Scientific aeeearch_ Contract Number F44620o76oC-0009. Dr. Alfred
Fregly was the scientific monitor of the contract. _u
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Three attributes vere identified that would seemingly facilitate failure
detection in the controlling mode. (t) • smaller variability of t_e internal
,odel of the system; (ti) the options of testing hypotheses about the nature

of the dynamics by introducing signals into the •y•tem; and (ilL) a greater
number of information channels •v•ilmble upon which to base failure detection
decisions. It was recognised howevert that this latter advantage may _ _it-
is•ted to the extent that: •1 adaptation takes place reducing the strength
of visual error information •ndp b) proprioceptive sensitivity is less than
visual.

In compari•on ,.'.T_emonitoring mode vas also characterised by tvo •ttrio
butes that could facilitate detections: • greater "strength" of the visual

signal (if ad•ptatio_ by the •utopilot does not take place1 and a lover j
level of operator vorklc4d.

The study conducted (Reference 71 to test the above theoretical analysis
found that detection performance in the manual mode was faster and only
slightly less accurate than the autopilot mode, Furthermore r.he observed
manual superiority vas attributed to the additional proprioceptlve informa-
tion tesultln$ frmn operate.- control •_ptation to the 8)_stem change. It
is possible that some contribution to manual mode superiority in our prior
study resulted from the 8re_ter internal model consistency in th_t mode.
Hoverer this hyputheli• was assumed _o be doubtful because • within •ubJects
design was employeds so that the same .qubJec*.8 participated in both automatic
and manual conditions. Thus the Interl_al mo_el developed In manual condi-
tions would presumably be available to facilitate detection in the autemnti¢
conditions as well.

%n order to generate • greater distinction between the internal model
employed in the rye uodesj the present study employed a b_tveen subject de-
sign using 8 tra_Jfer of trainin$ technique. This crocedure enables an
examination of the development of internal models_ in the two nodes of par-
ticipationj and subsequently measures their impact upon transfer tc the other
mode.

Zt vas hypothesized that this technique vould t_crease the differential
perfomnnce in detection between the tvo modes of participltion vh_le at the
same time demonstrating that the internal model develoFed in the manual mode
can subsequently be utilized to facilitate 8uteewtic u_de failure detection

perfomance.

The jubJects w_re 18 right-handed mate university students. Subjects
vere paid a base rate of $2.50 per hour but could increase chair average
pay by maintaining a high level of detection perfQ_nce.
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Apparatus:

The basic experimental equipment included a 7.5 x I0 cm Hewlett Packard
Model 1300 CaT display, a spring-centered s dual-axis tracking hand control
with an Index-flnger trigger operated w_th the right hand, and a spring
loaded finger controller operated with the left. A Raytheon 704 16-blt dig-
ital computer with 24k memory and A/D, D/A interfacing was used both to gen-
erate inputs to the tracking display and to process responses of the subject.

The subject was seated on a chair with two arm rests, one for the tracking _
hand controller and one for the side-task finger controller. The subject's
eyes were approximately 112 centhuetere from the CRT display so that the dis-
play subtended a visual angle of 1.5 °.

Trackin 6 tasks. The primer;: pursuit-tracking task required the subject
to match the position of 8 cursor vlth that of s target which followed a
seml-predlctable two-_Imenslonal path across the display. The target's
path was determined by _he summation of two non-harmonlcally related sinus-
olds (.05 and .08 Hz) along each 8xls with a phase offset between the axes.
The position of the followlng cursor was controlled Jointly by the subject's
control response and by a band-limited forcing function with a cutoff fre-
quency of .32 Hz for both axes. Thus the two inputs to the system were well
differentiated in terms of predictability, bandwldth, and locus of effect
(target vs. cursor). The control dynamics of the tracking task were of the

form Yc I.._ + a for each axis, where _ was the variable
parameter used to introduce changes in the system dynamics. These changes,
or simulated failures, were introduced by step changes in the acceleration
constant a from a normal value of .3_ a mixed velocity and scceleratlon sys-
tem, to a = .9, a system that approximates pure second order dynamics that
requires the operator to generate considerable lead in order to maintain
stable performance.

As the loading task, the Critical Task (Reference 8) was employed.
This was displayed horizontally in the center of the screen and required the
subject to apply force to the finger control in a left-rlght direction to
maintain the unstable error cursor centered on the display. The value of

the instability constant _ in the dynamics Yc = k _ was set at 8s-_
constant subcrltloal value. Two values (_= 0.5 and _= 1.0) were employed on
different dual task trials.

Experimental DestRn and Task:

Three groups were used in the transfer of training deslan (see Figure I).
Group one transferred from manual (MAv) on session one to automatic (gUsT) on
session two; group two transferred fram automatic (AUv) to manual 04ATv)'while
group three was the control group for the automatic candltlon and monitored

in the automatic mode in both sessions (AUit_ and AUvvt_). The control
Stoup for the manusl group (14AIT) was !_ T. _T_e vario68S[toup comparisons
are represented in Figure I by arrows an8 will be referred to at greater
length in the results section.
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Each group participated in six
consecutive days of data collection.
These were divided into two sessions;
3 days In each session with each ses- sEss,o,z sEss,o_n
sion Comprising I training day and (DAYS,-3) (O^_S4-S)

'. tWO experimental days. Subjects In G,oup , _ _z ....

. Stoup one for example participated in DUALTASK, __ ___z_XL---d_.

3 manual (14_v) sessions and then trans-
I ferred to 3 automatic (AUII) sessions. ....

,n the mJlnual _, conditlon the GROUP 2 _ J_ .... _AJ-I '

i subject performed the tracking manually OUALTASK,

L--.-J
while in the autoptlot (AU) condition,
his role in the control loop was re-

placed by simulated autopilot control _tc_dynamics consisting of pure sain, ef- GROUP3
fectlve time delay, and a small added ou_LvAsx,
remnant. Each trial, _q or AU, lasted
150 seconds. Figure 1: Experimental design and

group comparisons
Trainina Day: The trainins day

was designed to sire the subject maximum experience and practice with the
system. Subjects therefore received extensive practice tracking (or moni- i

• torlng) with both prefailure and postfailure dynamics. Followlns this,
they observed and then detected the step changes in dynamics. Practice with
the critical side task was also included.

_ The presentation of the failure was generated by an algorithm that as-
_ sured random intervals betnen presentations and allowed the subject suffl-

cient time to establish baseline tracking performance before the onset o(
the next change. Task Io81c also ensured that changes would only be l_r_o-

i duced when system error was below a criterion value. In the absence of this
precaution, changes would sometimes introduce obvious "Jumps" in cursor
posl t ion.

During the detection trials, the detection decision was recorded by
pressing the trigger on the control stick. This response presented a "r" on
the screen and returned the system to normal operating conditions of the pre-
failure dynamics. If the subject failed to detect the change, the system re-
turned to normal after six seconds via a 4 second ramp. On the basis of pre-
test data, it was assumed that six seconds was the interval within which
overt responses would correspond to detected failures and not false alarms.
The subjects were told to detect as many changes as possible as quickly as
posslble.

Exper/mental Days: The tralnin$ day was followed by two consecutive !
experimental days. After four refresher trials in the AU or _q modes (de-
pending upon the condition) with the side task, and a number of demonstrated
failures, the subjects performed 15 experimental tri.,ls: $ single task, !
tracking (or monitoring) only; 5 tracking with the easy critical task i
(_- 0.5); and 5 tracking with the difficult critical task (X" 1.0). The i
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order of presenCation was randomized. Each trial contained an average of 5
failures per trial wJ.Ch a range of 4 to 6.

The subject was instructed Co "do the side task as efficiently end accur-
ately as possible," and told Co maintain Chat task ac a standard level of per-
formance. After each trial Che subject received feedback about both his side
Cask and detection performance. The instructions, feedback and payoff sche-
dule, Cberefore, clearly defined the side Cask as the loading Cask vhile al-
lowing the tracking and deCecCion Casks to fluctuate in response Co covert
chanses in available atCentional resources (Reference 9).

ANALYSIS

DeCection performance was assessed in terms of the accuracy and latency
of responses. In computing the accuracy measure, slgnel deteccion theory
analysis based upon the method of free response was employed (Reference I0).
This technique accounts for the presence of hits and false alarms in the
data; and the semi rand_n occurance of failures within a trial. The area

under Che ROCcurve (A[ROC]) was employed as the final accuracy measure (Ref-erence 11). Further details of chis analysis procedure may be found in

Wickens and Kessel (Reference 7, 12).

! The A(ROC) measure and the latency measure were then plotCed in Che form
of a Joint speed-accuracy measure depicCed in Figure 2. "Good" performance
is represented by points lying on the upper left_ in the region of fast ac-
curate response. Performance was quantified by proJecCing Che point locus
obtained onto the positive diagonal performance axis. The performance scale
is compuced as (I0 times A[ROC] - lATENCY) and will be called the "derived
performance score." This procedure pro-
duces a performance index that ranges
from 0 for chance level of accuracy with
a latency of S" to I0.0 for perfecC de-
tect,on vlth 0 second reaction time. _ _ /
The units assigned to this perfomance \ _oo /
index are somewhat arbitrary but are _.ro._ ,_ /

based on the observaCion that the over-
all variabiliCy (standard deviation) of
Che raw latency scores were found to be

A(ROC) measure, zO

RESULTS
¢

Averages and standard devlaCions
rAM SLOW

were compuCed for the accuracy (A[ROC])_ e[sPoNsv-LATENCY'
Che latency and Che derived performance
measures following Che rational and the Figure 2: Speed-accuracy repre-
procedures ouClined in the preceding senCaClon of detection
sectlon, perfomance
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{
! The group averages for all three measures are presented graphically in
z Figures 3 and 4. Figure 3 represents the results for the single task con-
{ dltlon while Figure 6 represents the dual task, workload condition collapsed
i over both levels of dual task difficulty (the rationale for this procedureI is discussed below). The symbols in Figures 3 and 4 represent the group re-
_ suits in the speed-accuracy space, while the arrows and labels depict the!.

! derived performance scores for the various groups along the performance axis.
In figures 5, 6, and 7 the experimental groups are plotted with the average

! _ derived performance score on the Y-axis.c

F

i The presentation of the results of the detection of failures will be
divided into three sections. The first presents the results for each mode o£
participation, and represents a replication of the Wickens and Kessel (Refer-

I ence 7) study with the between subjects design, the second examines the re-. suits of the loading task, while the third reports the results of the trans-
fer of training experiment. Croup differences were analyzed by means of a
3-way Analysis of Varlance-ANOVA (groups x dual task x experimental days).

2.5 3.0 3.5

LATENCY(set.)

Figure 3: Effect of participatory mode and experimental condition
_ on detection performance-Single Task

_. 9O

C. .- JI'_1
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!
(a) Hode of Particil_tion

The most pronounced effect in the experhnenCal data is the consistent
superiority o£ HA over AU detection. This statistically reliable effect is
clearly evident in the derived performance score sho_n in figures $ and 6 .,-"

and vas tested by contrasting group AUI with HAv(F , in = 18.4 p < .001),
Examination of FIsure_ 3 and 4 reveals that the_HA Je/5_rioricy is reflected

IS.$$,IndetectlOnp< .Ol).latency (FI, IO = 13,66, _P< .01), as well as accuracy (FI, IO =

While these findings essentially replicate the Wickens and Kessel (Ref-
erence 7) study_ it is important to note that the extent of I_ superiority
observed in the present ¢esults is greatly enhanced. In fact the magnitude
of the MA-AUdifference in the desired performance score is roughly five
times its value obtained in the previous vithln-subJect design. Contrasting
the two studies_ one finds that AU performance is unchanged, but Kq perform-
ance in the present results is reliably superior ¢o its level in the previous

study (t 9 = 2.18, p < .05). These flndtngs add strength Co the argument

1,0
Is! Se$ 2nd Set

A- • MANUAL

"= n u Au'rouATIC
_, ,'¢

0 • AUTOMATICCONTROl. _.

,9, % i

: MAa I

I A

,90
II

_ ,85

AUnl0Aut) 1¢1 D AUt, I :;/,,'.eC

2.5 _,0 3.5

LATENCY (=ec,)

Figure 6: Effect of participatory node and experimental condition
on detect:ion performsnce..Dual Task
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that internal models developed separately tend to be more consistent, less
variable and more sensitive to system changes.

By comparing the single task performance in l_vl with AUvI (see Figures
3 andS) it is possible to determine whether YA superiority if maintained af-
ter prior training in the other mode of participation. From Figures 3 and
5 we can see that while this difference has been reduced somewhat, the over-
all NA superiority remains intact. This I_A..-AUo. group difference is also

statistically reliable (FI,IO = 6.76, p < .6_). :z

(b) Critical Task

The impact o£ the critical tracking task may be evaluated both as it af-
fected detection performance (Figure 7) and_ in the I_ mode, as it affects
performance of the primary tracking task (Figure 8). From Figure 7, It ts
evident that the introduction of the CT produced a decrement in detection.
As.sight be expected, the decrement in the HA mode was somewhat more pro-
nounced. While there was no decrement for the AUT groups there is a sub-
sight!s1 decrement for the AU., Stoups, equivalent to the decrement of both
the _ Stoups. For both the lf_T'AUv and the PAvv-AUw analyses, task load-
ins showed a statisclcally falLible'effect (F2 _ = 3.60 t p < .05; Fo on =

5.45, p < .02S respectively). It shoutd be not_ however that the pt/f_ry

impact o£ this effect is localised in the introduction of the critical task,
and ._oC with the increase in its difficulty level_ a point born out by fur- _
Chef statis_Lcal analysis. (The near equivalence of the two dual task con- i

i ditions was the Justification for collapslng detection performance over the itwo conditions in further analysls.) i

Figure 8 reveals that the critical task had a clear influence on MA i
trackina performance, both with its introduction, and with the increasing dif- I
flculty. Analysis performed on the PA_ and NA.. data alone I indicated that

the effect was statistically reliable _F2,20 =_5.97, p < .001). _

Fi_lly, FiSure 8 reveals sllSht, but consistent, decreases in critical
tracking performance that occur as a result of increasing _. These Increases
were found to be statistically reliable for all the Stoups. Since the sub- __
Jects were all Creating the critical task as a loodiuS task iC can be con-
eluded that the increase in _ fact did serve to divert atcentLoual resources
from the primary tracking/detection process.

(c) Transfer of _rainina

Manual 14ode. In determining the relative amount of transfer to the man-

ual mode resulting from prior automatic training, the YArv Stoup is compet:dwith its control group PAv (Figure 1) which essentially Bid no prior exper
ience in the failure deceation task.

_8turally AU "tracking" performance retains unaf_ec_._d by critical
task difficulty level.
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From Figures 3 through 7 it can be seen that in general there is an

overall MAw superiority over HAv for both single and dual task conditions..However th_'d_OVA failed to revell these differences to be statistically re
liable. Exanination of the data on 8 day by day basis reveals that the over-
all HA--HA difference is due to large differences that exist on day I which
appearlto _sslpete completely when the two groups are compared on day 2 per-
formance. This finding can be seen as support for the basic hypothesis that
exposure to prior AU tracking and the development of an internal model based
on visual cues only t produces only 8 snell and transient facilitation of
subsequent development of the internal model based on FA tracking.

Auto.tic Node. The degree of transfer resulting from prior _A train- _

£ng to the AU mode is reflected in the performance of subjects In condition
AUTIt and the comparison of this performonce with that of the control group
(AOTt_'AUTT_C_). In Figures $ and 6, tt is evident that the latter group i
failgff'to Bi_fit at aU from prior AU training_ an observation supported by

the lack of statistical reliability of the main effect when AU.... and AUII._.

i their performance is contrasted with that of the AUv group. In Figure 5,
the magnitude of this effect is seen to be considerably larger than the ef-

._ feet for the control group or for the MAI-MAII contrast discussed in the pre-
ceding section.

i The statistical reliability of this improvement on the single task datawas assessed by a groups (&UI vt, AUll)X days (Day 1 vs. Day 2) 2 x 2 AHOVA.

Both main effects were statistically reliable. This indicates that (a)
both groups improved with practice (over two days) in their respective AU

conditions (F_ T0 - 14.77, p < .00!). (b) More cruciallyp from the viewpoint
of the hypoth_i_s under investigation, the AUvl group performed reliably
better than did the AUT group (F 1 io = 5.19, _ < .05). It is of course pos-
sible to argue that thts effect t_J_lted from greater exposure to sad fali-
liarity with the overall experimental environment experienced by the AUTT
group and not to transfer of the internal model. However this lnterpre(|tion
appears unlikely because the control group failed to show any such "general-
ised" transfer.

We can conclude that there is a transfer from HA to AU. The _U.-AU. l
differences are very large and statistically reliable and as such su_por_
the basic hypothesis that while there are different sets of cues operating,
the HA condition produces au internal model of the system that can be util-
ised to advantage In subsequent autc_Jttc monitoring.

SUN4ARYAND CONCLUSIONS

The major results can be susmrised as follows:
1) Detection of step increases in system order when the operator teasing

in the control loop (HA mode) 18 considerably faster and more accurate than
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when he is removed (AU mode). This finding is conslscent with both the find-
ings of Young (Reference 2) and of Wickens and Kessel (Reference 7).

2) The manual mode superiority was found to be more pronounced in this
between subject design than the previous within subject study (Reference 7).
This difference can be attributed to the fact that the subjects were allowed
to develop separate internal models for either the manual or the automatic .. ._
node 2 thereby producing models that were always appropriate for the mode of

participation employed, t

What is interesting in contrasting the two studies is the fact that AU I
performance is virtually identical. The effect of the between-subjects meal- i
pulatlon instead seems to have been to produce 8 large improvement in HA _ j
detecc ion.

This result suggests that in the previous experiment the AU internal
model was developed unhindered by the concurrent development of the HA inter-
hal model while the reverse situation did not hold. It would appear that _1 i

the development of the HA internal model in the previous experiment was some- 1 i
how subject to interference from the AU model development, suggesting chat i
subjects were Paying attention to non-relevant, visual cues. It has been ar-
gued (Reference 7) that the sensitivity to proprioceptive information is 4
reduced relative to visual information Particularly _hen the two sources are
available at the same time and are conveying conflicting information (Refer- i
ences 13, lh, 15). In the AU mode the subjects have only visual cues as in-
formation while in the HA mode both visual and proprioceptive information
is available. Thus in the previous study, during the development of the HA
internal models there were times when these cues might be in conflict and
subjects tended to fall back on the visual cues learned in the AU mode. This
produced an over-emphasis on the visual cues and a subsequent degrading of
the crucial proprioceptive information. The introduction of the between sub- _'
Ject design forced subjects to develop separate internal models based upon
the relevant cues available within each condition--a situation that has en- _

hanced the HA-AU differences found in the previous experiment. "_ 1

3) The overall HA superiority i8 evident in both single and dual task _ i
conditions. The effect of adding the Critical Task was to reduce the overall
detection performance via a reduction _ the accuracy of detections and an
increase in response latentise. The flspect of the second task yes more marked
for the HA condition than the AU condition. This result is consistent with
the fact that the critical trackin8 task, placing heavy deumnds upon the sub- ._;
Ject's response mechanism, produced an increase in interference at the struc-
tural, motor level of performance in the 14Amode that was not present £n the
AU mode of operation. Increasing the difficulty of the aubcritLcal loading
task appeared to have little effect on detection performance in either mode,
although it did serve to disrupt tracking performance.

4) An analysis of the transfer of train/n8 experiment shows that there
is very little transfer from the automatic mode to the manual mode. This fact
adds further weight to the argument that the development of the internal model
for the manual mode cannot utilise to advantage the internal model developed

i
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, for the automatic mode. The addition of the proprioceptive channels and the
interactive describing function in the manual mode appears to require the de-
velopment of a separate and unique internal model.

5) There does appear to be positive transfer from the manual mode to
the autos.tic, a finding that supports the basic hypothesis outlined above _
that while there are different sets of cues operatins, the HA mode produces
an internal model of the system chat can he utilized to 8dvantsse in subse-
quent automatic monitories.

6) Finsllyt the successful transfer frm manual to eutoa_tto and the

lack of transfer from the automatic to the manual nodes tends to add weight _ ._
to the basic hypothesis outlined above. This hypothesis states that the in-
ternal models developed in different modes of participation are relatively
independent and therefore care must be exercised in extrapolating expected
results in one mode of perticipetlon from per_omance in the other.
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A COMPARISON OF MOTOR SUBMODELS IN THE

OPTIMAL CONTROL MODEL
L

byRoy E. Lancraft and David L. Klelnman

Department of Electrical Engineering & Computer Science -""_

University of Connecticut -

Storrs, Conn. 06268

ABSTRACT

Recent interest in the areas of modeling the effects of motion on human

Operators, and manual control of low bandwidth systems has led to the need
for accurate submodels of the low frequency characteristics of the Human

Operator (HO). Unfortunately, matching low frequency human response data

has been a problem with almost all HO models, the well known Optimal Control
Model (OCM) being no exception. This research is an attempt to better under-

stand and hopefully eliminate these problems.

In this paper, properties of several structural variations in the neuro-

motor interface portion of the OCM are investigated. For example, it is

known [I-2] that commanding control-rate introduces an open-loop pole at
SffiOand will generate low frequency phase and magnitude characteristics

similar to experimental data. However this gives rise to unusually high

sensitivities with respect to motor and sensor noise-ratlos, thereby reducing

the models' predictive capabilities. Relationships for different motor sub-
models are discussed to show sources of these sensitivities. The models in-

vestigated include both pseudo motor-noise and actual (system driving) motor-

noise characterizations. The effects of explicit priprioceptive feedback

in the OCM is also examined. To show graphically the effects of each sub-
model on system outputs, sensitivity studies are included, and compared to
data obtained from [1-2].

INTRODUCTION

Recently, motion studies [2,3] have shown the major effects of motion :

to be on low frequency (W < 1 rad/sec) HO magnitude and phase characteristics.

This means that low frequency modeling errors present in the baseline im- _;
' plementation of the OCM must be minimized if the effects of including motion d

variables are to be felt. It is known [1,2] that ohanging the structure of
the neuro-motor interface portion of the OCM will give the desired low fre-

quency effects. Specifically if the HO commands control rate rather than

control, the low frequency phase drooping occurs. However, in order to match

human response data over simple vehicle dynamics, large deviations in the

motor noise ratios were needod [2]. This clearly degrades the predictive
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power of the model. In this paper sub-models developed in [1,2] will be

compared from a sensitivity point of view, in an attempt to better under-
stand the limitations of each approach.

Problem Formulation

In this section structural changes will be made to the baseline OCM

(for a more detailed description see Levlson [2]). A general form will be
developed first,,with specific models introduced as special cases to it.

In the development which follows, the time delay will be ignored since it
has littie bearing on our discussion.

The system being controlled is described by the state-.space equation

= Ax + Bu + Ew (i)

where:

x = "true" system state

u = "true" control input

and where displayed system variables are given by

y = Cx + Du (2)

The system is assumed to be controlled to minimize (in steady-state)
a quadratic cost functional

J ffiE{y' Qy y + g _2} (3)

based on the (delayed and) noisy information perceived by the HO, This in-

formation is assumed to consist of both displayed and proprioceptiv e vari-ables, i.e.,

yp Cx + Du + v (4a)Y

U = U+V
P u (4b)

where:

coV{Vy} = V + p E{y2} (Sa)Y Y

+ E{u 2}
c°V{Vu)= Vu Pu (5b)

The control law that minimizes J is given by
r -j

0,,,i:f00c (6)

where:

ffi human's best internal estimate of x

(_ " " " " " U
102

.... liLi_!

19-/900-/41-/-103



To model any actual noise at the motor end, a driving motor noise is

added to (6). Notice control rate is generated rather than control. Thus,

= 6 + v. (7)
C U

where: "'"_

cov{v.}= V, + E{6 2}u u P6 c (8)

However the human's internal representation of the neuromotor interface,

Eq. (7), is: _

= + v (9) _:|6 _c p
where: "

coV{Vp}= Vp + pp E{6c2} (i0)

and typically cov{v } # coy {v.} .
p u

The pseudo motor noise Vp does not act as a driving noise to the system,
but instead degrades performance by making estimation sub-optimal [2].

_: Implementing these changes gives rise to the structure shown in Fig. I.r

r W

. _ SYSTEM & _l Z

, DYNAMICS_| "7 DISPLAY '

!

_ "Visual
!t Channel"

:" Vp

J 1
. ,---,..

i I , ,_ L,E__r'_.._ ,. _'-_ KALMANFILTER- i_I,_

PRED{CTOR /

V_ Vy
"ProprioceptiveChannel" Vu

I I I ii i I i im i i i 1 i • i ill ,1

FIG.]REVISEDOPTIMALCONTROLMODEL.
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The particular submodels considered in this study are as follows:

Driving Noise Models:
i) cov_v } = cov{v.} , i.e., optimal estimation occurs, driving motor

noisePequal to _.u

" proprioceptive information available

2) Same as model (i), except no proprloceptive information available

Pseudo noise models:

3) v. = 0, i.e., sub-optimal estimation occurs, only pseudo noiseu
present

• proprloceptlve information available

4) Same as model (3) except no proprioceptive information available

SENSITIVITY RESULTS

Data from [1,2] was matched using each of the aforementioned models.

Only K/S and K/S**2 dynamics were considered. The reader is referred to

the sensitivity studies included in [I] so a comparison can be made to the
baseline model.

K/S Dynamics

The following nominal parameters were found to give reasonable matches

to the data, and will be used as a basis for the K/S sensitivity work.

Notice that proprioceptlve feedback is not needed for K/S dynamics; this

agrees with findings in [1,2]. Therefore, for K/S dynamics we need only

consider two models, driving noise and pseudo noise.

A
Model SNR SNR-u MNR TD TN SNR = O

YA
........ SNR - u = O

u
1 & 3 -20 -_ -40 .17 .08

2 & 4 -20 -- -40 .17 .08 MNR = p_ or Op
-I

..... TD = z, TN = L
u

It was found that the trends discussed in [i] for SNR, TD and TN were

the same for all the models considered. The only exception to this was for

the driving noise models, where the low frequency remnant curves were slight- i

ly higher. _

l Effects of MNR

From Fig. 2 it is clear that motor noise mainly affects the low ire-
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quency portion of the magnitude, phase and remnant curves. There are bas-

ically two reasons for this. First,the shape of the low frequency portion
is due to the integrator at the motor end (where in the baseline OCM,

I/(T_S+I) was present). Secondly, the sensitivity is due to the degradation
of e§tlmatlon performance as the motor noise is increased. Because the level

of the driving noise is so low, the linear part of the HO model (Bode plot)

is the same whether pseudo noises or driving noises are used. Notice that

the driving noise has a dominant affect only on the low frequency remnant. -'"

All scores increase with increasing motor noise. Scores using the

pseudo model are fairly insensitive to motor noise, since it is the degraded
estimation which causes them to change. Scores using the driving model are

much more sensitive to motor noise, since increasing the motor noise in-

creases the remnant in the system.

K/S**2 Dynamics

The following is the nominal parameter set found for K/S**2 dynamics.

Model SNR SNR-u MNR TD TN

I & 3 -20 -25 -40 .21 .I

2 & 4 -20 .... 54 .21 .!

Here, as in K/S dynamics, trends discussed in [1] for SNR, TD, and TN
also hold for our revised models. Below we discuss only the effects of MNR
& SNR on control, i

Effects of MNR

No Proprioceptive Information (models 2 & 4)

Looking at Figure 3 it is clear that the motor noise affects the low

frequency Bode plots in a manner similar to that found for K/S dynamics.

Again, more remnant power is shifted to the low frequencies for model 2 than
for model 4.

Notice that model 4 matches the low frequency remnant very poorly (this
could be improved slightly by increasing the noise on displayed error) and

may be interpreted as a major shortcoming of this model since we desire a
nominal set of parameters,
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With Propioceptive Tnformation (Models 2 b 4)

The effects of including proprioceptive feedback can be seen by compar-

ing Figs. 3 & 4, Again remnant is higher for driving motor noises, but iS
is spread out over a wider band of frequencies. This may be due to the
circulation of remnant in the feedback loop. Although not shown, the scores

for model 1 were always higher and more sensitive than those for model 3,
and seemed to match the data better.

Notice that the sensitivity of the model to changes in the motor noise

has been reduced dramatically by including proprioceptive feedback. Because 1
the model now has observations of control and control rate to use in forming
an estimate of control, estimation stabilizes and improves.

_, Effects of SNR (Models i & 3)

i Figure 5 shows the low frequency remnant for model 3 much closer to
that of model 1, Notice if the sensor noise is too large (>-15dB), the

_ model ignores this observation and models 1 & 3 effectively become models
2 & 4. Since knowledge of the control signal is important in this task,

it is clear that the model should be, and is, sensitive to the quality of

this information• The low frequency effects result primarily from the move-

i merit of the estimator poles•

Sensitivity of Scores

Relative RMS error is plotted in Fig. 6 as a function of MNR• Because

RHS error is the moat sensitive score, Fig. 6 shows that including proprio-
ceptive feedback reduces the sensitivity of all the scores,

Review _'

From the sensitivities studies it was seen that in general:

• All predicted scores were lower than measured ones for pseudo noise
• All system measures were more sensitive to driving motor noise than

to pseudo noise
• Thls sensitivity can be reduced by including an observation of con-

trol

• The level of sensor noise on control induces the low frequency
effects

• The integrator at the motor end confines the remnant power to the

low frequencies
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" It Is dlfflcult to match K/S**2 data, wlth a nomlnal set of para-

meters, using models 2 b 4

FINAL COMMENTS

i

Sensitivity studies have shown that Including observations on control
can reduce model sensitivity to driving motor noises. Also it was shown
that a sensor noise added to control does not greatly affect the uncorre-
lated part of the model. Nominal parameters were found that could match K/S
& K/S**2 dynamics, provided that observations on control are Included for
K/$*'2 but not for K/S. If the model is allowed to allocate attention free-

ly among all observed variables, this may provide a scheme for determining
the sensor noises. One hypothesis is that this essentiaUy forms a decision _,
step (perhaps as part of the learning process) tn the HOmodel, where It
must evaluate the benefits of all the cues it has available to it and then
decide on a subset which will be useful for control purposes.

_ More work needs to be done in order to find a good rule for picking the
i: sensor noises. Testing models 1 and 3 over a wider set of system dynamics
:: Is also important to see if our findings are true in general or Just a ..

special case.
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CLOSED LOOP HODBLS FOR ANAL!_ZIHO

THE EFFECTS OP SIMULATOR CHARACTERISTICSa

Sheldon Baron, Ramal Muraltdharan, David Kletnman
BOlt Boranek and _e_n Inc., Cambridge, MA

#

ABSTRACT

The optimal control model (OCH) of the human operator is used to develop

closed-loop models for analyzin8 the e/'fects of (digital) simulator
characteristics on predicted performance and/or vorklo._d. Two approaches are
considered: the first utilizes a continuous approximation to the discrete
simulation in conjunction wlth the standard optimal control model; the ._eoond ! _*
involves a more exact discrete description of the simulator in a closed-loop
multi-rate simulation In _hich the optimal control model "simulates" tb_ pilot.

i Both models predict that simulator characteristics can have sLsnifiesnt effects

on perromanee and workload.

The development of engineering requirements for man-In-the-loop digital
simulation is a complex task involvins numerous trade-offs between simulation

ill fidelity and costs, accuracy and speed, eta. The principal issues confronting ;<

i the developer or a simulation involve the desiSn or the cue (motion and visual)
environment so as to meet simulation objectives and the deslsn or the disttal
simulation model to tulrill the real-time requtre:ents with adequate accuracy.

The deelsn or the simulation model has become Increasingly Important and
difficult as dl&ttal computers play a more central role In the simulations. ]Pun
real-time digital simulation with a pilot In the loop the design problem
involves specification of conversion equipment (A-D and D-A) as well a_ of the
discrete model of the system dynomlc8. The design or an adequate discrete :
simulation Is also related closely _o the cue generation problem inasmuch as the
errors and, In particular_ the delays introduced by the simulation will be
present In the tnromation cuss utilized by the pilot. The sl&nlrlcance of thls
problem has been amply demonstrated.I, 2 or course, human pilots can compensate ;
for model shortcomlnss as well as for those of cue _eneratlon, with possible
efreots on the subjective evaluation o_ the simulation.

_ The objective or the work reported here was to develop a closed loop
_ analytic model, lncorporetln_ • model _or the human pilot (namely, the optimal

control model), that _ould allow certain simulation design tradeo_fa to be
_ evaluated quantitatively and to apply this model to analyze a realistic _l_&ht

control problem. The effort concentrated on the dynamic, closed loop aspects of

_ eThe work described herein was Pertomed un(ler Contract No, 1(5,,1-1_1_19 for NASA

- Langley Research Center. Hr. Russell Parrtsh was the Technical Monitor and _contributed many helpful su_estlons. ",
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the simulation. Problems associated wlth perceptual issues In cue generation i

were not considered. However, the limitations imposed by the dynamics of visual

cue generation equipment are considered and the model can be readily extended to

incorporate the dynamics associated wlth motion simulation.

The optlm_.l control model o£ the human operator3,q is centra_ to the closed : °
loop analysis techniques that have been employed. This model has been validated "",_

and applied extensively and has s structure that Is well-suited to analysis of
the simulation problems of Interest. The model can be used to generate ....

predictions of attentional workload as well as of closed-loop performance. This

la_ significant because, as noted earlier, pilots may compensate for simulation

shortcomings but w!th a workload penalty; such slmulatlon-lnduced operator r
tradeoffs need to be explored. -.-

-- Two approaches to closed-loop modelling are considered. The first employs
a continuous approximation to the open-loop dynamics of the digital simulation
in conjunction with the standard OCM. The second model attempts to represent
the discrete simulation dynamics more exactly. It utilizes a simulation version
of the OCM. Thls latter model is referred to as the hybrid model. • i

In the remainder of this paper, the closed loop models are described and

some results of applying the models are presented and discussed. More extensive

discussion and additional results may be found In Reference 5.

, 2. (X)Ik'TDIfOOI_SCLOSED LOOP llODm-

t ,.

! I ,,,,.ooI I '! I ! ', H,o,,i

I OPTIMALCONTROLI.
'1 _o(L i_

' l , OFPILOT J

Figure 1. Simplified Model for Closed Loop Analysis of Digital Simulation

Figure 1 is a block diagram of a simplified closed-loop model for analyzing

problems in digital, piloted simulation. The pilot model in Figure 1 is the
OCM._, _ The elements corresponding to the simulator are an analog-to-digital
converter (ADC), a digital computer (CPU), a digital-to-analog converter (DAC)
and a visual display system. Briefly, the ADC is a sampler preceded by a
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,M_..:'l_ow-paSs filter included to minlmtze altas_ng effects, the CPU implements
-_ difference equations so as to siaulate the vehicle's response to the pilot's

(sampled) input, the DAC is a data-hold (either zero-order Or first-order), and
the visual display system is a servo-drlvenprojector that continuouslydisplays
target position (relaglveto the aircraft) to the pilot. These elements will be
discussed in more detail below.

• 2. ! _'Opttllal Control llodel for Pilot .._,,._.
_-.._." . , : _ -

relevant to
b_0_ Some of the feature,sof the OCM that are particularly
,--: subsequent dlscuss-lons,are reviewed briefly here. Figure 2 illustrates the

-":-
• _

DISTURBANCES3Ill)

°: _ yIt)- _.x It)

Figure 2. Structure of Optimal Control Model

structure of the OCM.



......'_,. The OCMas:originally conceived and developed presupposes that the system
d_hamlcs, corresponding to the element to be controlled, may be expressed in
st_atevariable format

ace(C)+ ScU(t) w(t)
c (I)

y(t): ccx(t)+ nu(t)
I

where x is the n-dimensional state-vector, y is an m-dlmenslopal vector of
displayed outputs, u is the r-dlmensionalcontrol input vector and w is a vector
o'fdisturbanceand/or command inputs. The system matrices (Ac, Bc, Co, Dc, Ec)
a_egenerally asStmed to be time-invariant, although this restriction can be
relaxed. The above system dynamics include the llnearized dynamics of the
aircraft (or other controlled element) and any dynamics associated with
mea'surement,control and d_splay systems. The subscript c on the system --:
matrices is included to emphasize that the dynamics are assumed to represent a
continuous system.

For purposes of discussion it is convenient to consider the model for the
pilot as being comprised of the following: (1) an "equivalent" perceptualmodel
that translates displayed variables into noisy, delayed perceived variables 1

denoted by yp (t); (ll) an infopmatlon processing model that attempts to _
estimate the system state from the perceived data. The information processor
consists of an optimal (Kalman) estimator and predictor and it generates the I
minimum-variance estimate'S(t) of x(t); (iii) a set of "optimal gains", L_,
chosen to minimize a quadratic cost functional that expresses task requirements; I
and (iv) an equivalent "motor" or output model that accounts for "bandwidth" I
limltatlons (frequentlyassociated with neuromotor dynamics) of the human and an
inability to generate nolse-free control inputs.

The time delay or transport lag is intended to model delays associated with
the human. All displayed variables are assumed to be delayed by the same
amount, vlz. • seconds. However, delays introduced by the simulation can be
added to the human's delay without any problem, so long as all outputs are
delayed by the same amount. If such is not the case, then all outputs can be
delayed by T , where T is now the sum of the minimal delay introduced by
the simulationand the operator's delay, and additional delays for the outputs
requiring them can be modeled via inclusionof Pade approximationsin the output
path.

, The observation and motor noises model human controller remnant and
! involve injectionof wlde-band noise into the system. This noise is "filtered"
I by the other processes in the pilot model and by the system dynamics. It should

be emphasized that the injected remnant is a legltlmate (if unwanted) part of
the pilot's input to the system and, therefore, significant amounts of remnant
power should not be filtered out in the de-allaslng process of a valid
simulation.

The neuro-motor lag matrix limits the bandwidth of the model response.
Typically, for wlde-band control tasks, Involving a single control variable, a
bandwidth limitation of about 10-12 rad/sec gives a good match to experimental i
results (i.e., a neuro-motor time constant of TN & .08 - .10). For many

l ll6
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aircraft control tasks there is no significant gain (i.e., reduction in error)
to be obtained by operating at this bandwidth, and there can be some penalty in
unnecessary control activity. For such tasks larger time constants (lower
bandwidths) have been observed. In these cases, if the neuro-motor time

constant is arbitrarily set at the human's limit (say TN _ .I) good predictions
of tracking or regulation performance are usually obtained; but the control
activity and pilot bandwidth tend to be overestimated. Inasmuch as it may be
useful tO have more accurate estimates of pilot bandwidth for making decisions
concerning approximations to the discrete simulations, TN was chosen in this
study on the basis of a model analysis of the tradeoff between error and
control-rate scores. Essentially, this involves using the model to sweep out a
Curve of error*score versus control-rate score to find the value of Tn where
marginal improvements in performance require substantial increases in rms
control-rate (the "knee" of the curve). A value of approximately .15 sec (an

operator bandwidth of about q Hz) was determined on the basis of this analysis.5

The optimal estimator, predictor and gain matrix represent the set of
"adjustments" or "adaptations" by which the human attempts to optimize '
performance. The general expressions for these model elements depend on the ,
system and task and are determined by solving an appropriate optimization
problem according to well-defined rules. Of speclal interest here is that, in
the basic continuous OCM, the estimator and predictor contain "internal models"
of the system to be controlled and the control gains are computed based on
knowledge of system dynamics. The assumption is that the operator learns these
dynamics during trainlng,m

The question arises as to the appropriate internal model when the human
controls a discrete simulation of a nominally continuous system. It would

i that if the operator is trained on the simulation, then the appropriate
appear

model corresponds to the simulation model._s This will be the assumption '
employed with the continuous model.

Finally, it should be mentioned that the solution to the aforementioned

! optimizationproblem yields predictions of the complete closed-loopperformance
statisticsof the system. Predictionsof pilot describing functionsand control

Y

and error spectra are also available. All statlstical computations are .
performedusing covariance propagationmethods, thus avoiding costly Monte Carlo

: simulations. This is not the case for the hybrid model described later.

i:
*Thls is generally more convenient than assuming that the externalmodel differs
from the true model and also leads to good performance prediction.6
mmlf the simulation model is poor, a control strategy that is inappropriate for
the actual system could be learned with negative results in, say, transfer of
training. This issue can be addressed with the hybrid model described later.



/ • i

2.2 Open-Loop $isulator l)_asios

• The application of the standard OCMto closed-loop analysis requires a
continuous state representation of the complete controlled element. Since the
human pilot in closed loop control will operate on essentially continuous
outputs to generate continuous control inputs even when digital computers are
Used in the aircraft simulation, it is meaningful to consider a con1",tnuous
transfer function approximation to the open loop simulation dynamics. Such an
approximation is developed here. It consists of a rational transfer fm_ction _._
multiplied by a transportation lag. The rational transfer function approx£_ates
the amplitude distcrtions introduced by discrete integration of the flight
dynamics. The delay accounts for all the phase lqs introduced by the simulator
components. These phase lags are the major source of degraded performance and
increased workload in closed loop tasks. However, the amplitude distortions can
be Significant for open-loop responses.

System Function From Stick Input to Displayed Output

Figure 3 is an elaborated diagram of the simulator portion of Figure 1.

De-AI lasing VISUAL
Filter CPU HOLD SERVO •

F2ls)

Figure 3. Open Loop Simulator Dynamics

Note that the output of the visual servo, y(t), is a continuous signal as is the
input, u(t), to the A-D dealiasing pre-fllter.W For analysis purposes we use the
notation implied in Figure 3. Variables or functionswith argument s represent
Laplace transforms and those with argument z correspond to z-transforms. The
starred quantities correspond to Laplace transforms of impulse sampled signals
or of functions of z and are defined, e.g., by7

uI *(s) A Ul(Z) sT = (s+jn_) (2)
z=e _-

or

tFor simplicity, we consider single-input, single-output systems. The results
obtained here can be generalized to more complex situations.
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D*(s) = D(z)I sT (3)z=e

where T is the sample period and

= 2'_._= sampling frequency
T • (,)

From Figure 3, we obtain

y(s) = F2(S)Yl*(S) = F2(s)D*(S)Ul*(S)

= F2(s)D.(S ) In=__Fl(s+jn_)u(s+jn_ ) (5)

Equation (5) gives the exact transfer relation between u(s) and y(s).

However, it Is not a useful expression from the standpoint of closed-loop

modellng because of the infinite summation.

The system function for a linear system (such as the simulation system

under analysis) may be obtained by computing the steady-state response of the

system to an input of the form exp(st). It is shown in Reference 5 that the

system function from u(s) to y(s) (in steady-state) is periodic in time with a

period equal to the sampling period. However, if the output y(t) is considered

only at samplin_ instants, which amounts to introducing a "fictitious" sampler
at the output_ then the following time-independent transfer function Is
obtained.

I

G(s;t) Isampl e = G(S) = F2*Cs)D*(S)F l(s) (6)
times

We shall consider G(s) defined In (6) to be the "exact" transfer function for

the simulation. Note that F21(s) = (VHi)W(s).

Equation (6) Is intractable for use with the continuous OCM. Therefore, It

will be necessary to approximate (6) for closed-loop analysis. A
straightforward approximation is to ignore all but the n=0 term In the

expression for Fzm which results In

119 /_
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G(s) _,_ F2(s)D*(s)FI(S) V(s)Hi(s)D_(s)FI(S) (7)
T T

In utilizin8 (7) it will be necessary to approximate Dm(s); the procedure for
doing this will be discussed subsequently.

For the simulator of interest here, 8 the transfer functions for the
de-altastng filter and servo are, respectively,

_c 3

F I (s) = _+ .......2_cs2+2_c2S+_c 3 (8)

_n 2
v(s) = _ - .......

s2+2_nS+_n 2 (9)

The hold transfer function is either

_ 1-e-ST (10)Ho(s) = s "

Or

2

-T$R(S) = T (I+Ts) Ts | (11)

Sample periods, T, of 1132, 1116, 1/10 will be considered as these cover
the likely range of interest for piloted simulation. Therefore, if the cutoff
of the de-allastng filter is chosen on the basis of the samplin8 theorem,&) O >
5Hz. The visual servo dynamics of interest are characterized by_ = 25 rad/seo
and _ = .WT. 8

Wlth these parameter values, each of the transfer /Unctions of (8) - (11)
may be approximated reasonably well by a pure transport lag in the frequency
region of interest for manual control (¢J< 10 tad/see). That Is,

120
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V(s) _ e-TV s (12)

It o(s) $ e-_o s

H1 (s) _ e-Tls
where

2 2T
TF _ -- =

00c It TO - T/2

(13)

Tv _ (_O_n)-I = .057 sec T1 = T

Substitution of (12) into (7) yields

Fl(S)D* (s)F2(s)= D* (s) exp -((TF + TV + Ti)S) (14)

where i = 0 or I for the zero-order or flrst-order hold, respectively.
I
i

I 2 3 Effects of Dlserete Inteseation

In the previous section the transfer fUnctionDin(s)was left unspecifiedas

j was the manner in which it was to be approximated for continuous closed-loopanalysis with the OCM. In 8eneral, Dt(s) will be a "distorted" version of the
continuous system dynamics that are to be simulated. Some 8eneral features of1
the distortions introduced by various Integration schemes are analyzed and

!:
:, presented In Reference 5 along with results pertinent to the F-8 dynamics that

are to be analyzed later. Here, we present a brief discussion of the general
effects of discrete integration followed by a description of the method that

[_ will be used to approximate D|(s) in the continuous closed-loop analysis.

! Consider the continuous vehicle-dynamics as described In the state-variable
form of Equation (1). For"constant system matrices, the transfer matrix between
system outputs and control inputs Is siren by

= u(s)

) (15)
i j (s) = ¢c(sz-io)-lnc + nc

When equations (1) are "tntesrated" dtsltal!y, they lead to a discrete
approximation with the following transfer matrix5

I (16)D*(s) = {Cd[ZI-Ad ]-I Bd + Dd}. z=eS T
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where the matrices in (1 6) depend on the particular integration scheme and
sample period as well as on the corresponding continuous system matrices.
Several points concerning Equation (16) are noteworthy. First, the elements of
the discrete transfer matrix DU(s), cannot, in general, be expressed as the
ratio of two polynomials In s of finite degree. Second, the Bode responses
corresponding to (16) will differ from the continuous responses in both
amplitude and phase; and, further, the responses for the discrete system are

periodic in frequency with period equal to 2_/T . Third, the
poles and zeros of Equation (1 6) are infinite in number and are given by, for
example,

Pi = ei + j(_i + 2_k); k = O, +i, +_2,...

Moreover, the principal values for the poles and zerns, i.e., those with k = O,
are not, in general, equal to the corresponding poles and zeros of the
continuous system. Finally, simple integration schemes, such as guler, will
have the same number of principal poles as the continuous system, whereas
multi-step integration schemes, like (Adams-Bashforth), will introduce principal
roots that are spurious.

We now turn to the problem of approximating De(s) so that the continuous
representation of the simulator dynamics may be completed. Because of the
restrictions imposed by the OCM,we restrict the possible approximations to the
following form:

Yi

- D'is(S)Dij(s)e-Tcs

where'(s) is a ratio of finite polynomials in s with numerator degree less than
or equal to the degree of the denominator. Mote that the same "computation"
delay, I: c Is associated with each transfer function; This turns out to be a
good approximation for the dynamics considered in _ctio 9 4. If different
delays were needed, they would be included in D via a rational Pade
approximation. 5

The simplest approach to selecting D is to use (15) and let

Dii.(s) = %..(s) (17)
xj

From the standpoint of the OCM, this means that the state equations for the
original dynamics are used and discrete integration is modeled by addtng a delay
determined from the phase distortion. As has been stated earlier, such an
approximation probably accounts for the major source of difficulty of discrete
integration in closed-loop control. However, to employ it exclusively Is to
leave us somewhat uncertain as to the closed-loop significance of the amplitude
distortions.
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It was found 5 that very good approximations to discrete Bode responses
could be obtained for the longitudinal control tasks that ape _o be analyzed "
later. These approximations involved perturbation of aircraft stability
derivatives and CAS parmeters to yield continuous modes that qreed with the.
discrete modes. In the case of A-B integration, it was also necessary to
introduce a zero in the continuous vehicle transfer in order to reproduce the
amplitude distortion introduced by this integration scheme.

When Equation (17) is substituted in (lq), the basic result is that for the
frequency range likely to be of interest in continuous aircraft control
problems, the simulator transfer function can be modelled as

= D(S) e-TsS (18)u(s)

_, where D(s) In an "approximation" to the Bode response for digital integration of

the vehicle dynamics. The simulator delay, is given by |

(19)
: Ts = "IF+ TH + Tv + Tc

where rF, _H,¢ V and T O respectively, are the delays introduced by the
_. de-altastng filter, hold, visual serve and CPU (discrete integration).

: The approximation of Equation (18) readily lends itself to efficient
application of' t_ 0OH. The system matrices corresponding to a state
representation of D and the values for_ are easily obtained for different

• sample periods, etc. For each condition, a single run of the OCHIs sufficient
to predict the corresponding perforwanoe. Adjustment of pilot parameters,
specifically observation noise levels, allows the sensitivity to pilot attention
to be examined.9

3. 11B !_1]) I_

There are shortcomings In the continuous model. For example, the effects
i of altastng are not considered. Thus, the degrading effects of the de-altastN;

filter are included in the continuous model but not its benefits. This Beans
! that decreasing the bandwidth, _o, of that filter can only lead to negative
: results, a situation that is not obviously true, in general. Similarly, because

only the delays inherent in the data holds are considered, zero-order holds will
_ always show less degradation than first-order holds. But, in soae Instances,
i: the first order hold.may provide advantages that outweigh the additional delay

penalty. This type of trade-off cannot be explored with the continuous OCH
without more sophisticated approximation to the simulator dynamics. Because of

?

_: these and other potential shortcomings, It was decided to develop a hybrid
model.
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The approach to developing the hybrid model is to "simulate" the
closed-loop simulation. A discrete simulation version of the OCH10 was used in
a closed-loop digital Monte Carlo type computation t in which "continuous"
elements of the loop are updated at a rate significantly greater than discrete
elements. In other words, the hybrid model is a multi-rate sampling system,
rather than a true hybrid system. (Informal experimentation indicates that a

sample rate five times that of the discrete elements is adequate tc simulate
continuity for the cases considered here.) In addition, to different sample

rates for Oont!nuous and discrete elements, the updating of the discrete
equations of the hybrid model is different for the two kinds of elements. In
particular, discrete elements are updated by means of the integration scheme and

.time-step spoolfted for the "true" simulation. The equations for continuous
elements are updated at the faster rate via transition matrix methods.

The equations describing the hybrid model are quite complex and are
described in detail in Reference 5. Here, we simply note two features of the
model that are interesting and useful in subsequent analyses. First, the hybrid

model was implemented so that the predict!on time in the predictor of the OCH
(See Figure 2) could be selected arbitrarily. This contrasts with the standard
OCH in which the prediction time is always equal to the time delay. This
additional Freedom allows us to "sweep out" curves of performance versus

prediction time. Theoretically, best performance should be obtained when the
prediction time !s equal to the sum of the human's delay and the simulator's
delay, i.e. when the operator compensates optimally for both delays. Since the
human's delay is an assumed parameter, the compensation time for best
performance yields an independent measure of the simulator delay.

A second feature of the hybrid model is that the Internal model for the OCH
need not be the same as the system model. I Th!s flexibility provides the hybrid

model with a capability for examintnE transfer-of-training questions. In
addition, since optimal performance should correspond to the operator's model
being equivalent to the system model, the hybrid model can be used to evaluate
different (Internal) approximations to the discrete simulation.

A final point concerning the hybrid model is worth noting_ Because it Is a
Honte Carlo model, it normall_ will require many computer solutions to obtain

meaningful statistics. In the analyses to be performed here, however_ we are
Interested in the steady-state response of stationary systems. Rather than

average over many Honte Carlo solutions, we have assumed ergodlolty of the
processes and utilized time-averaging of a single response. Even with this
simplification, it Is fairly expensive computatlonally to obtain valid
8tat!sttcal results.5

i eA truly hybrid (analog/digital) model Is possible but vould require a'hybrid

i computer (which Was not available).
Olndeed, the system model can even be nonlinear.
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The models for closed-loop analysis of simulator effects have been applied
to an "example" simulation involving air-to-air target tracking. Results have
been obtained for both longitudinal and iateral control tasks, for aupented and
unau_ented dynamics and for different target motions. In addition, the effects
of changes in design parameters of each simulation component have been explored.
The full range of results may be found in Reference 5. Here, a sample of the
results is presented to show the extent of the simulation effects and the
capabilities of the closed-loop models. "

q.l The Tracking Problem

Figure q shows the geometry of the air-to-air tracking in the longitudinal

I plane. The gunsight is assumed to be fixed and aligned with the aircraft bodyaxis. For longitudinal tracking, we will assume that no information concerning
the target's pitch angle, _ nor the relative aspect angle is available. The
pilot's task is assumed to be that Of minimizing the mean-squared, ltne-of-sigilt

vT

INERTIALREFERENCE

ZTf= INERTIALLINE'OF'SIGHTANGLE(EI.EVATION)
R = TARGETRANGE

(¥, ELEVATIONTRACKINGERROR,_TE-O

Figure _ Target Geometry ;

; tracking error 41v. ++

The target is assumed to execute random vertical evasive maneuvers. In
+ particular, target altitude variations are generated by passlnE white, gaussian
+ noise through a third order filter as illustrated belou.

i

m
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By selecttn8 the oovarlanoe or the white noise and the cutoff frequency of the
Butterworth filter, ms altitude variations and nomal accelerations may be
specified. Here, a cutoff frequency of t = .5 fad/see was used and the noise
oovartance was chosen to 8ire an ms altitude variation of 267 ft. and an ms
acceleration or 3.1 8. Or course, the lineartty el *.he problem allows us to
scale the results to correspond to higher or lower accelerations.

The lonsttudtnal short-period dynamics of the F8 without ausmentatlon wtll
be the baseline dynamics. The relevant equations may be found In Eeferenoe 5.
The short period dynamics have a netural frequency of 2.28 fad/sea and a dampin 6
coefficient of .29,_' thts represents poor short period handling qualities.
Because of this, and because we are interested in the effects of simulation
parameters as a function aircraft dynamics, a set of augmented lonsltudinsl
dynamics will also be considered. A pitch comand aupentatton system (CAS) ts
used to modify the base airframe characteristics. The CA$ desiKn is a modified
version of the design proposed In Reference l l.

The equations for the ausmented dynamics are given In Reference 5. The F8
with the pitch CA$ has short period roots wlth a natural frequency of 2.78
radlsec and a dmpln8 coefficient of .(_; this constitutes a s$snlfioant
improvement in the short period handling qualities. 2

5. I_Ol)gLIIMMJLT5

5.1 Continuous Model

The continuous model was used to analyze the effects of both simulation
parameters and problem variables. With respect to the simulation, the eFFects
of sample period and lntetLration scheme are presented for the lon61t_linal
CA3-OFF dynuios. Problqm dependent effects are Illustrated by comlmrinl
CAS-OFFand CA3-Oll results.

Ve define a baals simulation oonfliuratlon, oorrespondtn8 to FIEure 3, in
whl()h the cutoff of the de-aliaainl_ flIter Is set at hair the sample frequency,
the visual serve has the DI4Scharacteristics _= . 707,_)n = 25 radtsec), and a
sere-order hold Is used in data reconstruction.
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Figure 5. Effect of Discrete Simulation on Normalized Perrormanoe

! Fisure 5 elves normalized perfomanoe for the basic oonftsuratton aa a
funotton of sample period and integration soheu. Normalized performanoe Is
defined as the traekln8 error obtained ro_ the simulation oonflsuration divided

_:_ by the traoklns error that would be obtained In a continuous simulation .ith no
delays (or in flisht), e The normalization is determined by oomputtnS the
performanoe utillzin$ the ort$tnal, eontlnuous state equations and assumlns the

• only delay is that of the operator (.2 seconds).

: Figure 5 shows substantial et't'eots are introduced by the slmulation_
parttoularly at low ample rates. Even for the hiihest sample rate (T =

: .03!25), there la a 16-20 paroent performance desredatlon. A change of this
masnltude exoeed8 the normal Intra- and inter-sub_eot variability tn annul
traoklns tasks and vould, therefore, be expeoted to be at_nlfleant. For the
lowest sample rates the performance degradation tenses from 3_-50 peroent,
numbers that are clearly consequential. It Is olear that, from a oloaed-loop
traoklnS standpoint, A-B integration _a superior to Euler integration.

The results in Ftsure 5 assume that the only adjustments In pilot stratesy
reaultinS from the sllulation are an in.tease in prediotion tile to ¢ompensate
for simulator delays and the adoption of an internal model that ao¢ounte for the
amplitude distortions (and pole perturbations) lntroduoed by the CPU. The
results are baaed on the assumption of a fixed level of attention throu6hout.
However, the pilot say choose to devote more attention to the task (work harder)
and, thereby, reduoe traoklng error. A reasonable question to ask, then, is
"How tueh more attention to the task would be required to aohieve perfoman©e
levels oompsrable to those that oould be obtained In a continuous ailulation?"
This can be addressed usln8 the model for workload associated with the

9question: OCH. The result of this ana!ysis is shorn in Flgm'e 6.
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Figure 6. Simulation Workload Penalty !

It can be seen from Figure 6 that to achieve the performance equivalent to

that for continuous simulation, the pilot would have to increase hls attentional

workload by factors up to three for the conditions considered. There is a

substantial workload penalty and it might be expected that a compromise between
performance degradation and increased workload might evolve. This would be the
case, especially if the pilot had not flown the vehicle or a continuous
simulator in the same task so that there would be no basis for setting a

criterion level of performance. /

Before leaving the workload question, a further point is worth noting. In

the describing function literature, it has been common practice to associate
workload with the generation of lead. However, there has been no quantitative
connection between the amount of lead and the increase in workload. Zn the
present context, one can think of the increased prediction time necessary to

compensate for simulator delays as imposing a (processing) workload analogous to

that of lead generation. The measure of attentlonal workload given previously
may then be thought of as an alternative means of quantifying the workload

imposed by the requirement for additional prediction.

It was anticipated that there would be an interaction between the effects

of simulation parameters and problem variables such as vehicle handling
qualities. Thus, the above tracking task was analyzed for the CAS/ON

configuration.

Figure 7 compares normalized longitudinal CAS-ON and CAS-OFF performance
for the basic simulatlon. It can be seen that the CAS-ON performance Is

degraded more by the discrete simulation than the CAS-OFF performance. These

results are explained by the fact that the delays introduced by digital
integration are larger for CAS-ON dynamics than they are for CAS-OFF dynamics.
The effects of longitudinal dynamics when viewed in terms Of absolute

performance are interesting and are also shown in Figure 7. The absolute

, performance for continuous simulation Is better for CAS-ON than CAS-OFF (by
, about 3.5 percent) and the sensitivity to incremental computation delay is about
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Figure 7. Effect of Vehicle Dynamics

the same for the two configurations. Thus, for a given simulation ,,
configuration, absolute performance for CAS-OXand CAS-OFFconfigurations will

,!be about the same if guler integration is used and the CAS-OFFconfiguration can
give better performance if A-B integration is used. In other words, the
discrete simulation washes out any improvement due to the CAS!
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5.2 Hybrld Model

The hybrid model was used to investigate several issues that could not be
examined readily in the continuous model context. Results were limited to the
longitudinal unaugmented dynamics because of cost and time considerations

366 _ I /
--- --_ ADAMS-BASHFORTH I

| WiTH ZERO IN
_-- INTERNALMODEL) i

, "'-" AOAMS-BASHFORTH / I_T. 0.1

_ --, ( WITHOUT ZERO) 1

,.. / /

24.4

T" 0.06251

12,1
[solo ol OZ 03 04 05 o.o

DELAYCOMPENSATION(see)

Figure 8. Bffect of Operator Prediction Time

Figure 8 shows the sensitivity Of performance to delay compensation tlmem
for the basic simulation oonflguratlonswlth both Euler and A-B integrationand

t

l i, - l |

i WThe prediction time in excess of'that needed to compensate for the operator*s
intrinsic delay of .2 sec.

i
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for T = .I and T - .0625. The "Internal" models for the OCM in these cases are
the continuous approximations to the discrete transfers that incorporate
amplitude distortion effects; howevert no delay is added to the human's delay
of .2 seconds to account for the slmulatlons delays. Thus, we expect the
optlmal prediction times to be approximately equal to the delay introduced by
the slmulatlon. This is indeed the case as can be seen in Figure 8. For Euler
integration the minima occur at ".26 sec and ".2 see. for T = .I and .0625,
respectlvely; the corresponding slmulation delays are .27 and .19 .

For A-B integration the minima are at larger compensation times than for
Euler. This is a result of the method used to account for amplitude distortion.
(Reoall that a zero was introduced in the transfer function and this
necessitated an increased transport delay to match the phase lag at
mid-frequencies.) With T = .1, the optimal prediction time is around .3 seconds
and the simulation delay is ".32 seconds. For T = .0625, performance does not
appear to be very sensitive to prediction time in the neighborhood of the
optimum. The simulation delay is ".21 seconds and performance for this
prediction time is indistinguishablefrom optimal performance. Figure 8 also
shows a curve for the case where the operator's internal model does not include
a zero to match the amplitude distortion of A-B integration. It can be seen
that for this case a delay compensationof only ".17 seconds is required. This
corresponds to the delays introduced by the serve, pre-filter and zero-order
hold. The optimal performance is marginally poorer than for the case with
amplitude distortion included in the internalmodel. These results suggest that

although including the zero provides a better model of the effect of A-B

i integration, the increased delay compensation needed to offset the extra lead

should not be viewed here as a workload penalty.

i These results confirm the estimates of simulation delay used in the
continuous model. They also demonstrate implicitly how operators may adapt
their behavior to compensate for simulator inadequacy. The added prediction

required may impose a workload penalty as noted earlier.

_i Another form of adaptation to the simulation involves the pilots internal
_ model. Two questionsare of interest: 1.) What model will the trained operator

adopt when "flying" the simulator?; and 2.) What is the "transfer" effect of a
wrong model when transltionlng from discrete simulator to continuous simulator

_ (flight)? At least partial answers to these questions for the longltudlnal
dynamics and Euler integration are provided by the results shown in Figure 9.

_i Figure 9 gives performance vs. delay compensation for T = .I and two

_i Internal models. One internal model is that derived to match the correspondingdiscrete transfer function while the other is the basic continuous model. It

can be seen that better performance is obtained when the internal model
_ corresponds to the approximate discrete model implying that this is a better

model of the discrete simulation than is the original continuous model. Figure
9 also shows the effect of using the model correspondingto T = .I seconds in a

_' simulation where the actual sample period is .03125 seconds (i.e., nearly
continuous) as compared to using the model for T = .03125 seconds (i.e., the
correct one). If the operator optimizes delay compensation,performance will be
degraded by about I0_. If, on the other hand, the delay compensation
appropriate to T = .1 is used, a performance penalty of about 19S will be
incurred. The effect is not substantial here but i% might be in other tasks.
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Figure 9. Effect of lnternal Hodel

The effect of the cutoff frequencyof the de-allaslr_filter on performance
is shown in Figure 10. Euler integrationof the vehicle equations Is used and
other simulation parameters correspond to the basic configuration. The results
are for a sample frequency of 10 Ez (T = .I) so a cutoff frequency of_ • 5 Hz
satisfies the Nyqulst requirement. Results are obtained for_c = I, 5 and 20
Hz, respectively. The lowest value of_c = 20 Hz is based on the assu=ptlon
that there is not significant signal power beyond 5 Hz so there Is no need to
set the filter break-polnt at that frequency and incur the delay penalty. The
results In Figure 10 favor uslng the higher cutoff frequenoy,_c = 20 Hz, for
this problem. Furthermore, there Is a substantial penalty for using the low
frequency cutoff. These two results imply that allaslng Is not a problem here.
We also note that the performance minima for_ = 20 H= and 5 Hz occur at about

: the correct value of prediction time; the optimum prediction time for c = 1 Hz

?
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is much larger but not quite so large as the estimated total simulation delay of
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Figure 10. Effect of Deallaslng Filter Cutoff Frequency

•53 seconds.

The effects of using a first order hold instead of a zero order hold are
shown In Figure 11 for both Euler and A-B integration at T = .I and for Euler
integration at T = .0625. The corresponding best zero order hold performance
values are also shown for comparison purposes. At a s-mple period of .I
seconds, sllghtly lower tracking errors are obtained for guler integrationwlth
a first order hold than with a zero order hold; in addition, the minimum
performance is obtained wlth less delay compensation. The situation for A-B
integration and a .I second sample period is the reverse of that for guler.
That is, for A-B integration the first order hold degrades performance.

A possible explanation for these results is as follows. The first order
hold uses Intersample information which provides some lead. For long sample
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Figure 11. Effect of First Order Hold

periods and Euler integration, the effective lead provlded is apparently more
beneficial than the lag penalty associated with the higher order hold. The
beneficial effects of a first order hold should decrease as the sample perlod
decreases. This is supported by the results for T = .0_25 which show no
difference between the two holds. In the ease of A-B Antegratlon the added
delay of the first order hold dominates. This may be due to A-B integration
having an implicit i_trst order hold at the input, thereby reductr_ any advantage
in adding such a hold at the output.
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I6. _R! JJ_ COMCLUSION$

In this paper we have examined the effects of simulation parameters and
components on simulator fidelity, particularly with regard to predicting
operator performance and workload. Our focus has been on the dynamical aspects
of simulator primarily as they relate to closed loop control. We have generally
Ignored questions that would necessitate inclusion of detailed models for cue

perception leaving these to future study.

An approxtmate continuo_ model of the discrete simulation was Incorporated
in the standard optimal control model for the human operator. The resulting
continuous closed-loop model was used to analyze both overall simulation effects

_ and the effects of individual elements. The results showed that, as compared to
an ideal continuous simulation, the discrete simulation could result in
significantperformanceand/or workload penalties. The magnitude of the effects
depended strongly on sample period as expected. From a closed-loop standpoint
it seemed clear that A-B integrationwas much to be preferred. With respect to
the other simulation components it can be said that any reduction In delay is
desirable. Such reductions inevitably involve increased costs (hs-dware or
software) which must be balanced against the expected improvements.

In addition to the continuous model, a hybrid model was developed to allow _
investigation of situations that could not be treated adequately with the
continuous model. Several interesting results were obtained wlth this model.
It was shown that for this (fairly typical) aircraft control problem signal
bandwldths were such that the de-allasing filter cutoff frequency could be set
at a value greater than half the sample frequency. Also, there appeared to be a
potential under certain conditions for improved simulator performance wlth a
first order hold (rather than a zero order hold). The model was also used to
show demonstrable effects for adopting the simulator dynamics as an internal
model. The need to compensate for simulator delays via added prediction was
also shown.

We believe the models developed here can be very useful in developing
engineering requirements for flight simulators. These requirements will be
problem dependent which is one reason why models are needed. As we see it now,

the process for using the models would involve the following steps:
i

i) Use standard OCM to analyze ideal continuous simulation to develop
baseline performance and to determine expected signal bandwidths.

ti) Analyze distortion introduced by discrete Integration schemes and
develop continuous models for discrete dynamics valid over the band of
interest.

lit) Analyze effects of integration, cue dynamics etc. using continuous
model.

iv) Use hybrid model to examine effects of data reconstruction,
de-altasing cutoff frequency etc.
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Before this procedure could be used with complete confidence the models
described herein need further validation and extension. It is especially
important to collect data in a carefully controlled experiment to verify the
individual simulation effects.
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su_nY

Many useful mathematical models for manual control monitoring and
aecisim-maktng tasks in man-ma_lne systems have been designed and
successfully applied. However, critical comments have occasionally been
made_ mainly by practitioners concerned wlth the design of complex 1
man-machine systems. They blame especially models which seem to explain
only data from abstract subtask experiments designed particularly for these
models •

In thls paper, an initial apprcaoh to bridging the gap between these
two points of v!ew is presented. From the manifold of possible human !
taaks_ a very popular baseline scenario has been chosenj namely car _!
orivlng. A hierarchy of human activities is derived by analyzing this task i
in general terms. A structural descrlptlonleads to a block diagram and a
tt_e-sharing computer analogy.

The range of applicability of existing mathematical models is
considered with respect to the hierarchy of human activities in real
complex tasks. Also, other mathematical tools so far not often applied to
man-maline systems are discussed. The mathuatical descriptions at least
brlet'ly considered here Include utllity_ estimatlcn, cuntrol_ queueing_ and
fuzzy _et theory as well as artificial intelligence techniques. Some
thou_ts are given as to how these methods might be integrated and how

further work _tght be pursued,

* This research was supported by the National Aeronautics and
Space Admlntstratl_ under N_3A-_mes Grant N_-2119.

_tPer_anent address: iiesearoh Institute for ttumn
Engineering (FAT) 9-5309 Meokenhelm_ F.R. Germany
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khen desi_ning such systems as automobiles, aircraft, power plantsj
and management information systems, it is very important to understand the

i human's role in .the system and design the man-mad_tne Interface

appropriately. The engineering approach_ which leads one to represent the
machine in terms of differential equationsj networks, eta, suggests that
the human can also be represented as a set of mathematical equations for
the purpose of systems analysis and deslgn, Thus, considerable effort has
oeen devoted to developing mathematical models of human behavior.

; _esplte the criticisms of those who find the analogy between humans
ant equations unpalatable, many models have been reasonably successful
within the limited domains that they addressed. In fact, if we accept the
premise that human behavior mainly reflects the external environment [1],
then it is not surprising that man and machine can be described In similar
terms. _ulte slm_ly, since the human adapts hls behavior to the machlne_
hls actions become somewhat machine-like. (Of course, from a design point

, of view_ one tries to avoid requiring the human to adapt to the machine to
any extreme extent.)

On the other hand) the success of models In limited domains has not
' hao substantial impact !n realistically complex domains, For example,

manual control models are not everyday tools for the aircraft designer.
further, as the reader will see ,annual control models capture only a small
portion of the _ task of drlvln8 an automobile. For these reasons_
_esigners have been known to claim that mathematical models of human
behavior are not particularly useful, khile the authors only partially
aaree with thls oplnlon_ even as it relates to currently available models,
•uch statements have motivated the work upon which thls paper is based.

_tthtn this paper_ the authors present a realistically complex task
(I.e.) automobile driving) and illustrate the various aspects o£ the task
by usins written protocols o[ subjects' behavior. A hierarchy of human
activities is derived by analyzing this task in general terms. A
tLme-aharlng computer analogy and block dlagram are presented. Numerous
mathematical methodologles appropriate to representlng such a model are
discussed, finally the state-of-the-art is summarized and the prompeota
are considered •

A _ALIbTIC T_K

; In considering alternative realistic task domalna, the authors
discussed a variety of domains inoludin_ alrcra£t piloting, industrial

i process monitoring, and automobile driving. After substantial dlscusslonp
•_ it became quite clear that the domain to which both the authors and
, potential readers could mo_t relate was automobile drivingo
¢
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I - ................................The '.experiment- involved a hypothetical trip from the driveway of one
author's house (GJ) to the home of the other author (_tR). Two subjects
participated (OJ and WR). Their task was to explain In de_ what they
would be doing throu_out .he hypothetical trip. Each subject
independently generated a written protocol of the trip. The two resulting
protocols were merged to produce Figure I.

The activities in this figure can be categorized into several levels
of behavior:

1. Reaching) twisting, and listening
2. Steering, accelerating, and braking i
3, Locking around and estimating i

q Ulxlattng and evaluat!ng i

5. Planning6. Reflecting and daydreaming

The authors would like to suggest that a theory of human behavior In
realistic tasks should be able to model levels 1 through 5. In pursuit of

i this possibility, this li_t vas somewhat co:pasted to yield the follovin8
aspects of behavior to be modeled:

I
. Sensing and Interpreting inputs

2. Planning
3, Zmplementtng plans

To consider these three topics, an overall framwork vil! be discussed In
the next section and then, specific approaches to modeling will be
considered in the subseauent section,

STRUCT.URAL DESCRZPTIOH

Locking at the hierarchy of human activities di3cussed above as
Infatuation processing activities, a time-sharing computer analogy seems to
be a very ap_ealin$ approach to understanding the etructurel
interrelat lonshlpg.

Figure 2 shows a sketch of such a tim-sharing computer analogy.
There are several possibilities for the central nervous system (CN$) to
interact _lth the peripheral input and output devices (i.e., the sensory
and the sotor systeu8 including speech _eneration). The CNS Is vle_,ed as
being divided Into an operating system and four clasMs of Jobs," l,e.,
prqram/data files (see, e.g,, (2], [3]). Hereby, a multi-processor syate_
allowlr_ a mixture of parallel and serlal information processing Is mat
likely to be a reasonable assumptlm for the humanoperator [_].

The operating system Is responsible for sehedulln_ the programs An a
tlme-sl_red manner by usln$ a priority interrupt policy. Conflicting
criteria with respect to prlcrity have to also be evaluated by the
operating systea. This alight be a crucial task, especially in urgent
situations.
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'lne four classes of program/data files relate to a central-nervous i

representation of tasks the human operator has to perform. Each of these

program classes is structured into main programs and interrelated
_ subroutines o

Program/
DataFiles

\ ClassNo..!. ClassNo.2 /

Ooss No.4

fP-$140

Eigure 2: 3ketch of a Time-Sharing Computer

Model of the Huron Operator

Class No. I comprises input-related programs, e.go_ human monitoring
tasks and looking around procedures. Class No. 2 is similarly related to

output activltes_ e._.) the structural organization of motion patterns

(e._.; in reaching) and speech. Class No. 3 prog,rsms describe strict
input-output relationships as in tracking-type control and choice-reaction

tasks. All three classes contain programs wlth a high level of autonomy,

perhaps carried out by peripheral processors. The operating system has to
initiate and supervise these autonomous processes. Additionally, the

_. adaptive control of the sampling process in parallel tasks has to be
aocompilshed by the operating system °

i

:, Class No. _ represents the long-term memory of the human which

; includes a knowledge base o[ facts_ modelsj and procedures The programs
of class _o. _i are concerned with interna£ processes such as reflecting

and planning which have access to the knowledge basej thereby occasionally
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modifying it, The operating system is responsible for searchln E through

the knouledge base (see, e.g., [5]_ [3]). "

. The time-sharing computer analogy outlined here is mainly "assumed as a
possiOle framework for future thinking about complex man-_achine systems.
To further illustrate the hierarchical multi-level structure of human

activities within this framework, a block diagram is shown in Figure 3.
Only the most important information flows between the different levels are
outlined •

°,

, Bose "(Facts,

._1 Planning I- Models,_• Procedures

_: Controlling Response
i Generation :.
_. _ I ,L

, -_[ Reaching

_ figure 3: Hierarchical Multi-Level Structure of Human Activities i

: Lo_er level processes (bottom of Figure 3) are normally characterized '4

by events occurring at a high frequency as compared to higher level

processes (top of Figure B), lhis refers to different time scales for !_

different levels. However_ because lower level processes may be

I autonomous, the difference in time scales does not mean that these _,
• processes have to be considered by the operating system more frequently.

In Figure 3) planning is denoted as a major activity, With data from
_:, the knowledge base and those from lower-level looking around procedures_

sometimes influenced by higher-level reflecting, planning is the

development of procedures to achieve overall goals and subgoals for
lower-level processes , i,,odifylng the knowledge base as well as

goal-setting for controlling and reaching are shown as examples,

Controlling itself Is also best described as a multi-level structure/ being
a subset of the overall multi-level structure of Figure 3 • Controlling and
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reaching procedures result in output actions of the human operator via

' response generation which refers to the peripheral output devices in Figure
2. Correspondingly, the peripheral input devices of Figure 2 extract
task-relevant features from sensory input information. This process is

very Closely linked with looking around procedures wl_ich are also indicated

in _igure 3.

• MATt_EMATICAL MODELS

• Sensing and Interpreting Inputs
.r.

'" Reconsidering the task analysis of car driving, how does the driver

. recognize stop signs, other cars_ children I etc? Could one, at least in

i theory, develop an algorithm t_at successfully performs these aspects of
dri vir_?

1'o pursue this questlon_ the literature of pattern recognition and

artificial intelligence was considered. Fortunately, the literature in
these areas has recently Oeen summarized in t_e Systems, Man, and

Cybernetics Review [6]_ by Sklansky [7], and in books by kinston [8], [9]
for pattern recognition and artificial intelligence respectively.

Two approaches to pattern recognition have received particular
attention: statistical methods and syntactical methods, lhe statistical

methods use discriminent functions to classify patterns. This involves

extracting a set of features from the pattern and statistically determining
how close this feature set is to the a priori known features of candidate

classes of patterns. The class whose features most closely match the
r.masured features is chosen as the match to the pattern of interest_ with

of course some consideration given to the a priori probabilities of each

class and the costs of errors.

The syntactic methods partition each pattern into subpatterns or

pattern primitives. It is assumed that a Known set of rules (a grammar) is
used to compose primitives into a pattern, une approach to recognizing

primitives is to use the statistical approach noted above.

Another aspect of pattern recognition involves image processing.

nerep each picture point (pixel) is classified according to gray level.

Then, thresholds are used to se_ent the picture. More elaborate
approaches use multi-dimensional classification of each pixel and then, use

an appropriate multi-dimensional clustering of similar pixels.

Artificial intelligence researchers have devoted considerable effort

to scene analysis. _,ith emphasis on understanding scenes composed of
somewhat arbitrary collections of blocks_ methods have been developed to

pick particular blocks out of scenes_ even if the desired block is
partially hidden.

Most of the methods discussed above have worked reasonably well within

llmited domains, _,hen the context with in which one is working is

well-understooa_ it is often possible to successfully sense and interpret
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inp_tsl although considerable computational power may be needed.

_hlle the advent of inexpensive microelectronics might allow one to

utilize large amounts of computational power in a model of human sensing

and interpretation of _ata, there are bigger problems to be solved.

Namely, it is difficult tO deal with realistic contexts in a static manner.
_hat a human sees depends on what he is looking for, what he expects to

see_ and the costs of not seeing it. These aspects of seein_ cannot be
considered out of context and without reference to the specific individual
involved • "'"

Several investigators have considered the issue of how the human

allocates his attention among multiple displays f10]a [11], [12]_ [13]j

LIq]. howeve r, these models have only been tested in fairly
well-structured situations and thusj are as yet unproven in reallstlcally
complex tasks. Further, it is by no means obvious that these models will

ever be able to handle looking around in the sense it appears in the

ariving scenario •

Thus, a general mathematical theory of human sensing and interpreting

of inputs is far from available) especially if one would like to program |
this theory to drive a car. On the other hand, the disciplines of pattern

recognition and artificial intelligence are beginning to succeed in

specific applied domains such as industrial inspection L15], [16] and

medical diagnosis [17]. Perhaps a concatenation of specific successes wlll
lead to new insights into the problems of context and individual !
differences.

Planning

Studying the task analysis of car driving, it is readily apparent that

much of the subjects' conscious activities were devoted to developing,
initiating, and monitoring plans. This observation agrees with analyses of
verbal protocols In several other task domains [1]. In fact, one might

expect this result within any purposeful activity for which there are ._oals
as yet unfulfilled.

To discuss planning, one first must emphasize the distinction between

the process of developing plans and the process of executing plans [18].

Within this section only plan development will be considered, while the

followir_ section will discuss plan execution. One way to illustrate the
difference between these two activities is to characterize plan development

as a problem solving activity, while plan execution is looked at as a
program execution activity [I].

One develops a plan in hopes that its execution will achieve some

goals. _hile one usually accepts the overall goal as given (e._._ land the
aircraft)a the process of developing subgoals is often left to the human.

i'he partitioning of goals into subgoals and then subgoals into lesser
subgoals_ etc. reflects a hierarchical mode of planning that has received

considerable attention [;9], [20].
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The hierarchical approach allows one to develop plans that are broad
and sketchy as opposed to detailed and concise. Thus, low level subgoals
can be temporarily ignored until their immediacy demands attention.
_imilarly, future actions which require preconditions that are not as yet
assured can perhaps be temporarily ignored if one feels that the
environment is hospitable to one's goels [20].

On the other hand, low level subgoals must eventually be dealt with. ,-.,-

Then, a concise system dynamics model such as Carbonell's probably provides
a reasonaole description of human behavior [21]. This model assumes that

the human is uealing with a system describable by quantitative state
transitions and amenable to quantitative control actions.

Such low level planning is probably unconscious. From the perspective
of a computer analogy, one might say that high level conscious planning is

llke executing an interpreted program. (An interpreted program is one

where the computer consciously has to interpret the meaning of each

statement as it is executed.) On the other hand, low level unconscious

planning is similar to executing a compiled program [I]. in fact, it ,_ight
be claimed that low level planning cannot really be called planning.

Instead_ such activities are only the details of implementatlon_ which are
ciscussed later in this paper.

Planning appears to include the following aspects:

I. Generation of altematlve plans_
2. Imagining of consequences,

3. Valuing of consequences,

4. Choosing and initiating plan_

5. Nonltoring plan execution,

6. Debugging and updating plan,

where the latter three aspects deal with observir_ plan execution and
subsequent replanning, but _ with actual Implementatlon_

Bow mlght one model the generation of alternative plans? One can look

at a plan as a linked set of subplans [20]. }io_ever_ at some level,
subplans must be specific, in many tasks, the alternatives are clearly
defined _t the outset. On the other hand, there are many interestlns tasks
(e.g.; engineering design) where the human must create alternatives. In

such casesa humans usually first consider alternatives that have been
successful in previous situations.

One might use Newell's Pattern-evoked production systems as a model of
ho_ the human accomplishes this search for alternatives [1]. A production

£s a rule consisting of a situation recognition part that is a llst of

things to watch for_ and an action part that is a list of things to do.
(The bord eproductioni_ as it is used here_ has absolutely nothing to do
wiUl the manufacturing connotation of the word.)
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iAs an alternative to production systemss the idea of scripts n_ght

provide a reasonable model, "A script is a structure that describes
appropriate sequences of events in a particular context [22].

The ideas of production systems and scripts are both related to the

idea of the human having an internal model. However, as the reader will

see_ it is very different from the type of' model assumed in the system

dynamics domain. L,amely_ productions and scripts provide forecasts of
typical consequences rather than models of internal state transitions.

i Sometimes a new alternative is recededand it is very difficult to say

how a totally new idea is generated. Linking the idea of associative

memory 123]_ [2_] with the idea of' production systems or scripts, one can

I conjecture that new ideas are generated when the criterion for matching the
_ new subgcal with past experiences is relaxed and/or non-standard features

of the situation are emphasized.

Long-term plans that will not be immediately implemented are probably

developed at the highest level in the goal hierarchy with only major goals
considered. _uch a plan might be a somewhat vague verbal statement or

perhaps a sketch of activities and relationships. It is interesting to

speculate upon (and perhaps research) what plans look like in the "mind's
eye.D' _or examplej are plans list-like or are they more spatial, such as

Warfield s interpretive structural models [25].

i _hort-term plans that will require immediate implementation cannot be
quite so sketchy. In this case_ the human has to consider specific
actions. One would probably be reasonably successful in modeling this type

of plan using production systems, in this case_ specific features of the
_: environment would automatically evoke particular responses. This type of _
! behavior falls into the category of class No. 3 programs as defined in the

tlme-sharlng computer analogy introduced earlier. Realistic examples of
_.. application of this idea include aircraft attitude instru_nt flying [26]

and air traffic control [27].

Given a set of candidate plans_ the human must forecast or imagine the

consequences of implementing each plan. One might assume that the human
performs some type of mental simulation of the plan. For example, the

human might use his current perception of the system dynamics to?

_ extrapolate the system s state as a function of planned contrx)l strategy. :_
house has developea a model that describes this type of behavior.
Sueclnctly, the model assumes that the human has both a long-term and

short-term model of the system with which he is dealing and, that he uses a

• compromise between the two state precictions obtained from these models as

a basis for decision making [28].

however_ when plans are sketchy, at least in terms of intermediate
preconditions_ the human probably does not actually calculate consequences

but instead simply maps plan features to previously experienced

consequences. Then, until evidence forces him to reject the assumption, he

_ assumes these previously experienced consequences will prevail. This type
of behavior is represented quite nicely by the scripts concept [22].

! 147 i

1979007417-148



Imagined consequences are then compared to goals. _or low level

plansj the comparison might be based on a well-defined criterion function.

however, this is probably not the case for high level plans. Since high

level goals and imagined consequences may Ve verbal and rather vague, it is
likely that the human only tries to satisflce rather than optimize. One

might represent this phenomenon using multi-attribute utility functions

L_g] that have broad"optima. Alternatively, concepts from fuzzy set theory

[30], L31] might be used to consider the membership of a set of
consequences in the fuzzy set of acceptable consequences. _'he utility
function approach is probably appropriate if' one assumes that the human has

a _airly precise knowledge of the possible consequences, and subsequently

values some more than others. On the other hand, the fuzzy set approach

would seem to be applicable to situations where the human s perception of
the consequences is actually _zzy.

I The human chooses the most satisfactory plan and initiates its
_. execution. If none of the available plans meets an acceptable level of

satisfaction, the human either tries to debug the set of plans under

consideration or perhaps tries to develop new plans. Debugging of
partially failed plans may initially involve local experimentation to

determine the cause of plan failure rather than a global reevaluation and

complete replanning [32] • One approach to modeling debugging or

trouble-shooting of plans is with fuzzy set theory [33].

Assuming that a plan has been initiated, the human monitors its
execution and only becomes involved (in the sense of planning) if the

unanticipated occurs or execution reaches the point that some phase of the

plan must be more concisely ceflned. Monitoring for the unexpected might
be modeled using production systems that trigger when the preconditions are

no_ satisfied. Other approaches, based on filter theory [34] or pattern

reco&nition methods [35]j are also available but beyond the scope of the
discussion here,

Once the unexpected has been detected, planning might shift into the

above mentioned debugging mode. •On the other hand, the need to shift from

_Ketchy to concise planning may involve abandoning, lot the moment_ the

_road hierarchical mode and shiftlng to a detailed partially pre-programmed
mode.

How do all these bits and pieces fit into an overall model of

planning? khile it does seem that the hierarchical approach to planning
combined with the productlc_ system and script ideas provide a reasonable

framework, the state-of-the-art certainly does not allow one to construct a

context-free plannlng model in the form of an executable computer program.
This may be an inherent limitation if one accepts the premise that much of

human behavior is merely a reflection of the task environment [I]. Xf this

premise is true, then one should be very caretS1 that laboratory

abstractions capture a sufficient portion of the real world environment and
thereby allow results to actually be transferable. Otherwise, one is on;,;

developing a theory of human behavior in laboratory games.
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As a final comment on planning_ a very important issue concerns the

level at which one's study of planning behavior should be addressed. While
an approach at the neuron level [36] _a_ eventually lead to a successful

i ,Ddel of human planning behavior_ such an approach is unlikely to lead to

success in the near future. _Iternatively, one might try to develop models

that explain or predict whether or not a plan will be successful. However_

this type of model" would yield little information about the planning
process. It seems that one must approach studies on the conscious planning

level using either verbal protocols [I]_ [37]j [38] or at least methods

that require plans to be explicitly measurable. Then, the variety of
approaches to modeling discussed in this section can be applied to %

describing the p_nning process. _

IMPLEMENTING PLANS .i_

Implementing plans refers to human action, mainly controlling and

i reaching in the multi-level structure of Figure 3. Two basic approaches
for mathematically describing these actions can be distinguished. The

first approach includes time-line analysis, queueing theory, and simulation

techniques, whereas the second includes the control theoretic approach in a

more general sense.

In time-line analyses, the execution times of all particular task
elements of a certain multi-task situation are assessed as well as the

total task time needed [39]_ [40], [41], [42]. Available time margins or
expected time pressure of the human operator can be calculated in order to

estimate total task system performance and human operator workload. This

mthod has teen applied to evaluating .-ather complex man-machine systems by

taking these apart in very much detail_ e.g._ to the level of reaching
times for single switches.

A related but more analytical approach is the queueing theoretic one

C11], [12]_ C43], C44], C45], C_6], C47]. It is suitable not only for
analysis but also for design purposes. The different tasks of a
multi-task situation are considered as customers in a queue waiting to be
serviced. Arrival and service rates as well as the waiting time for the

tasks are characteristic measures. Service with a priority policy is

possible. Also several servers (e.g., the human operator and a computer)
may share responsibility for the total task.

Both approaches, time-line analysis and queueing theory, look at the

implementation of actions in terms of time expenditure. If the accuracy of
the actions is also to be taken into account, these methods have to be

combined with others, Simulation techniques seem to be a reasonable

approach where micro-subroutines simulate dynamically such human operator
behaviors as short-term memory recall and movement of hands and feet [48].

This leads back to the time-sharing computer analogy. A goal-oriented

priority interrupt structure for handling all tasks appropriately in a

multi-task situation is ,Dst promising. However, this results in a more
artificial-intelligence oriented simulation, using heuristics and data
handling algorithms_ rather than an analytical description.
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A different approach for the description of human actions in

i man-machlne systems applies control theory. Models for continuous manualcontrol are well establlshed. Numerous summaries in the forms of reports

and books exist (e.g., [49], [50], [51]). Most popular are the

i quasi-linear and the optimal control models. The quasi-linear modelsdescribe the human control behavior by some task-speclfic modification of a

generalized transfer function which is best satisfied in the crossover

frequency region for many controlled element dynamics. In addition, an
internal human noise source (the remnant) summarizes the portion of the

human's output which cannot be explained linearly.

The optimal control model [52] includes two noise sources and also has i

a time delay and a neuromuscular lag term with a time constant similar to i
that of the quasi-linear model. A Kalman filter estimates the states of

, the controlled element, whereas a predictor compensates for the time delay.
The optimal gains are calculated with respect to a criterion function which i

is a weighted sum of mean squared values of state and control variables.

The control theory models have been aoplled in several domains

including aircraft piloting, automobile drivln_, ship piloting, and
anti-alrcraft artillery. Further, several display design methodologies

have been developed. A recent special issue of _ _ reviews many

applications of control theory models [53].

With both the crossover model and the optimal control model, a

stochastic reference input, either forcing function or disturbance, has

been assumed. Therefore, these models are mostly applicable to the inner
loops of manual vehicle guidance and control tasks. In the case of the

optimal control model, key elements of this have also been applied to

monitoring and declsion-maklng tasks.

Many realistic tasks exist, however, in which deterministic inputs are
dominant. Taking the ba-ellne car driving scenario as an example, a more

complloated deterministic input exists, i.e., the course of the street.

For this task, a two-leve! model has been proposed which has a closed-loop

stabilization controller and an anticipatory open-loop guidance controller
working in parallel C5q], [55]. The perceptual aspects of the anticipation
of changes in the course of the street have been explained. However, it
has been assumed that the driver tries to eliminate all deviations from the
middle line of the street.

To overcome this simplification, the street might be viewed as a

target tube in which the driver is allowed to move his car. Interestingly

enou_, many other human control tasks in vehicle guidance and industrial
process control also require controlling the state of the system within a

target tube rather than along a single reference llne. Such a criterion
makes the_c tasks much more relaxed than one often assumes in man-machine

systems experiments.

Revlewing the control theory literature, some applicable methods for
controlling within a target tube were found. They have never been used

with man-machine systems problems. One approach assumes a criterion
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function which puts less weight on small errors by taking the fourth power
of the error instead of the second power as in the optlmal control model
[56]. The other approach is called unknoun-but-bounded control [57], [58],
[59]. Figure 4 illustrates how the controller tries to keep the state (X)
of the system always in an effective target tube to assure that it will
never cross the boundaries of the outer target tube under all expected
dlsturbances.

Taraettube XN
/ _ Modtfled _ l
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XN-0x,
Figure q: SchematicPresentation of the State of the System (X)

_ as Affected by the Action o£ the
Controller (C) to Counteract Disturbances (N) for

Reachsbility of a Target Tube
(from(57])

The unknoun-but-bounded control approach combines state variable with
set theoretic descriptions. Due to the higher mathematical effort, thls
approach has infrequently been applied in automat!o control situations.
However, 1_ seems worthwhile to consider this approach In modeling
blological or sociological systems. Human behavior in general is
goal-oriented and the goal is very often defined as bringing or keeping
some state variableswithin a certain target set or target tube. .:

In the baseline scenario, the target tube of Figure _ would be the
width of the street or one o£ its lanes. The effective target tube is
planned by the driver as an area inside of which no control actions are
necessary (see linear-plus-dead-band control laws !n Glover and Schweppe
[58]). Planning the effective target tube might also include some
fuzziness. Whether the unknoun-bub-bounded control approach can be
combined with fuzzy set theory which has recently been applied In
industrial process control [60] has not as yet been investigated.

Another interesting Issue Is the notion of the internal model which
has been considered to some extent in the discussion of the planning
process. In modeling how the human chooses amon_ alternative courses of
action, an important issue concerns whether the human possesses a correct
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internal model of his environment or, whether the model is tncorreot as in
learning situations or, very approxtmetive as in large-scale systems (see,
e.g., [61]). The process o£ building up an internal model during learning
and how to u_e it by changing oontrnl laws or choosing among different
kinds of oontrol laws in time-varying systems, should be further
investigated. The literature on adaptive manual control shows, For
example, that the models assume a set o£ predetermined control laws matched
with a set o£ dtr£eront system dynamlos (see e.g., [62]).

This leads to the idea o£ a memory For =otor patterns. Instead o£
having an input-output transfer behavior, the human operator Initializes
predetermined motor patterns in many situations. These patterns are
slightly ocrreoted during their aotual exeoutton (see,e.g., [63]). Good
examples are walking, bloycle riding, and piano playing. Also, the
aoo,dtnatton and timing oF a series or dlsorete manual rontrol actions, _.
e.g., in trouble-shooting tasks or in checking procedures o£ airoraft
pilots or pro_ess operators, oan be explained by predetermined motor
pat t ern s.

DISCUSSION AND CONCLUSIONS

q

In ocnsldering various approaches to tying all o£ the dlsuusslons In
this paper together, the authors found the diagram In Fl_ure 5 to be most

useful. This diagram Is a variation o£ a diagram discussed by Johannsen j
[6q] For vehicle control tasks and Sheridan [1976] For human control o£
vehtoles, ehemiQal plants, and Industrial robots.

Humon

£ A. 'I

Figure 5: Hterarohy or Huron Behavior
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This diagram can be used to represent well-deflned man-mad_ine systems

tasks such as those discussed by Johannsen [64] and Sheridan [65] as well

I less well-structured tasks. For could mean in
as example, goals success

life, plans could mean a career outline, subplans could mean a scheme to
succeed in a specific Job, and actions could mean one's daily activities.

Thus, diagram applicability.the has broad

How can one analytically deal with such a general descrlptlon? If one

looks at control theor, with a very general perspective that includes
control with respect to continuous events as well as discrete eve,ts, then& 4

one can subsume most analytical methods (e.g., linear systems theory and |
queueing theory) within the category of control theory. This {

generalization, and willingness to expand the set of tools one utilizes,
e,ables quantitative analysis of a larger portion of the hierarchy of
behavior.

Howe,mr, there are limits to context-freeanalytical modeling. First,
there is the very important idea that human behavior mainly reflects the
task environment. Thus, searching for a specific analytical model of
general human behavior may only be frultful to the extent that all task
environments are common. Perhaps then, one should first search for
commonality among environments rather than intrinsic human characteristics.
In other words, a good model of the demands of the environment may allow a
reasonable initial predictionof human _erformance. Thus, it is reasonable
to initially assume that the human will adapt to the demands of the task
and perform accordingly.

A second limitation to analytical modeling is due to the human's lack
of analytical thinking, especially at upper levels of the hierarchy. First
of all, the human is more of a satlsflcer than an optimizer. Thus, ideas
such as a target tube wlthln control tasks, fuzzy set theory, and some
concepts from utility theory deserve more study and application within
man-machlne systems. What this means is that one should lock at
optimization with respect to broad criteria that allow multiple
satisfactory solutions. An alternative approach to this issue is to
discard optimization, but this would leave the modeler stripped of one of
his most important tools and without a viable alternative.

Beyond the idea of satlsflolng, another important limitation to i
analytical modeling Is that humans simply do not worry about details until
it becomes necessary to do so. Thus, plannin¢ can be sketchy, perhaps in
the form of scripts. Such sketchy planning can mean a drastic reduction in
mental workload and also, that the human has the resources left to deal

,_ wlth more tasks as well aa the flexlbillty to react to unforeseen events.
These characteristics are precisely the reasons why humans are often
included in systems.

_ However, the scripts idea presents a problem. While everyone might
agree that humans use scripts to expedite performance of' many tasks.
knowledge or their existence is not sufficient to predict performance. One
must kno_ what the script specifically is. Thus) in complex tasks, one
must reassurenot only performance (e.g., RHS error) but also the script.
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This suggests that verbal protocols (perhaps analyzed by a computer that
understands natural language) may be Increasingly important research tools.

To conclude, this paper has ,resented a fairly _eneral, but mainly
verbal, model of humanbehavior In complex tasks. The ideas discussed have
been based on analysis of a speoifto complex task (oar drtvtna) as well as
a thorough review .of the literature. Three very specific ideas have
emer._ed. First, control should be looked at in a broad sense,
incorporating a wide range of analytical methodologies. Second, the human
satlsftces rather than optimizes and criteria should refleat this. Third,
higher-level activities such as planning require approaches that allow
incompleteness, and approaches that capture the process oF thes,_ activities
and not Just the results.
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PETRI NETS AS A MODELING TOOL FOR DISCRETE CONCURRENT TASKS

OF THE HUMAN OPERATOR

By =. Schumacher, G. Geiser
°-.

Fraunhofer-Gesellschaft e. V., Institut for Informations-
verarbeitung in Technik und Biologie (IITB), Karlsruhe,

F. R. of Germany

SUMMARY

Petri nets have been developed as s fundamental model of
technical systems with concurrent discrete events, the major use
of Patti nets has been the modeling of hardware systems and soft- _I
ware concepts of computers. After a very brief introduction to :|
their basic concepts, the use of Petri nets is proposed for mo-
deling the human operator dealing with concurrent discrete tasks.
Their properties useful in modeling the human operator ere dis- :_
cussed end practical examples are given. By means of an experi- _

mental investigation of binary concurrent tasks which are pre-

_! sented in a serial manner it is shown how human behavior may be
..,. represented by Petrl nets.

INTRODUCTION

;: In different application areas the human operator's role in

man-machine systems is changing from that of a continuous con-i_i troller to that of a monitor. This change is happening in con-
_. trol rooms of industrial plants and in aircraft piloting, where

dispatching of concurrent demands becomes an essential feature
_ of the human operator's task. Furthermore the multiple task situ- i._

orlon is also given in automobile driving. Especially in high .
density traffic situations the dri,_er has to deal with many con-
current demands originatin 9 from nther road users, from traffic
regulation, and from hie nun vehicle.

In general, concurrent tasks are imposed on the human opera-
tor by displays or by real events, their service requires a res-
ponse from the human operator which is specified by the task.
There are continuous demands like the control error of a con-
tinuous control loop or there are discrete events, which require
continuous or discrete actions respectively. These demands com-i:

pete for the human operator's attention, if they arrive in such
an intensity, that the human operator's capacity is at least tem-
porarily exceeded. In this case demands which cannot be dispatched

otherwise they are lob _immediately have to be stored in his memory,
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For the design of such man-machine systems, 1. e. of their
dynamic properties, displays, and controls, the human strategies
in dispatching concurrent demands have to be described by means
of experimental investigations end resulting quantitative models.
Notions of queueing theory are suitable for the formulation of
this task of the human operator (rare. I, 2, 3), however instead
of analytical solutions human behavior is often studied by simu-
lation.

In this paper Patti nets are discussed as a modeling tool
for the human operator dealing with concurrent demands. As a
practical example the application of Patti nets for modeling
human strategies is shown. These strategies have been evaluated
by means of an experimental investigation of binary concurrent
tasks displayed in e serial manner. #

PETRI NETS

In the following a brief introduction to the Petrt net is
given; • more detailed presentation is contained in ref. 4.

A Petrl net is an abstract, formal model of the information
flow in systems with discrete sequential or parallel events. Its
pictorial representation is a directed graph, for which an
example is shown in Fig. q. The graph consists of two types of
nodes: places p_ (represented by circles) and transitions t 4
(represented by*bars). These nodes are connected by directed _
arcs from places to transitions and from transitions to places.
If an arc is directed from node t to node J, then i is en input
to j, and J is an output of I. In Fig. I, e. g., piece P4 is an
input to transition t2, while places P3 and P4 are outputs of
transition t3. The nodes and arcs describe the static properties
of s Petri net, its dynamic characteristics are represented by
the movement of tokens (represented bv black dots within the
places). The distribution of tokens in a Petri net defines the
state of the nat and is called marking _. For each marking _ a
new marking _' is defined bV the following rules:

1. A transition is celled enabled, if each of its input places
has et least one token in it (e. g. transition t2 in Fig. 1 is
enabled).

2. Each transition which is enabled may. fire.

3. A transition fires by removing o,_ token from each of its in-
put places and by adding one token to each of its output
places (e. g. in Fig. 1, firing of transition t2 results in
two tokens in place Pl, zero token in P4, and one token in
place P2).
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I
The formal description of a Patti net is defined as a

four-tupel of sets

C = (P, T, I, O) ,

i ulth P as a set of places, T as e set of transitions, I as the
input function, and 0 as the output function. The input function _
I defines for each transition t_ the set of inpu_ places I(tj).
The output function O(tj) is defined correspondingly. For the
example shown in Fig. 1 there are the followln9 sets

P = iPl' Pz' P3, P.} '

T= tt 1, t2, t3, t.I

I(t 2) = lpl, P_} , O(t 1) = Ipl} ,

I(t}) = Ip2J , O(t 2) = {pz} ,

z(t.)= Ip}I, o(t})= Ip},p_l.

The vector W = (Pn, P_,.-.,Pn) gives, for each of the n
places in the net, the'number of tokens in that place. A Petri

i net C = (P, T, I, O) with the marking _ becomes the marked Patti
net C* = (P, T, I, 0, _).

An important tool for analysis of systems modelled by a
i Petri net is the reachabilit V tree. It consists of a tree, whose

nodes represent markings of the Petri net, and whose arcs repre-
sent the transitions which are enabled. The Patti net shown in

Fig. I has the follouln9 degenerated reachabillty tree:

C3, O, O, 1)

* _t 2

(2, 1, O, O)

(2, O, 1, 1).
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PROPERTIES OF PETRI NETS WITH REGARD TO THE DESCRIPTION OF

THE HUMAN OPERATOR l

=

In the fallowing the properties of Petrt nets are summarized
with regard to the description of the human operator dealing with
discrete concurrent demands (Table 1). ""

- Description of sequential end parallel processes

- Description of interactions between parallel processes

- Interpreted and untnterpreted modeling

- Hierarchical modeling

- Description of temporal order

- Description of deterministic and stochastic processes

- Modeling of priority systems

- Formal and graphic description
|

Table 1: Properties of Patti Nets with regard to the Modeling of
the Human Operator

Petri nets are suitable for the description of sequential
and parallel concurrent demands of the human operator as well. A
net having only one token st the same time is describing • se-
quential process. The position of the token represents the state
of the 'sequence control register _' of the process. The graphic
repre_entation of such a net containing only transitions uith
one input and one output corresponds to the usual flow-chart.
Fig. 2 shows as an example the observation of • traffic light
represented by • flow-chart end by a Petri net.

_ r_et having more than one token at any time describes a
non-sequential process. Several tokens may result from a transi-
tion with several output places or they are an initial marking.
Fig. I shows a Petri net ulth an initial marking of four tokens.

: Therefore it describes a system of partially parallel activities.
It may ce interpreted as a general model of the dispatching of
concurrent demands, presented ineserial manner to the human ope-

: rotor. Concurrency is given by the fact, that dliring the service
i_ of one demand other demands are waiting or arriving. Then places

Pl to p_ of Fig. I have the following interpretations:
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1
Pl: number of demands waiting for service (represented by the

corresponding number of tokens),

P2: one demand is being served,

P3: one demand has been served,

p_: the human operator is :_;_dy for the next service.

The description of parallel activities by Patti nets can be
applied to the modeling o_ interactions between different stages
of human information p:ocessin9 and between the tasks of several

i _ operators as well. Fi_. 3 shows as an example the crossing of
two automobile driv_z_" _:_re two conflicting transitions without
indication of priorit V _st. Modeling of priority systems is

_ considered later on.

The interpretation of the Patti net shown in Fig. 1 may be
specified with regard to prautical applications. E. g. the de-
mands may represent traffic signs which have to be observed by
the driver or they are alarms of an industrial plant presented
on displays in the control room. On the other hand Petri nets
exist ae uninterpreted models of which the abstract properties
may be investigated.

Another valuable feature of Patti nets is their ability _o
model a system hierarchically. This means that parts of the human
information processln 9 may be represented by a single place or
transition in order to have a more abstract model. Conversely
places and transitions may be specified by subnets in order to
get a more detailed description. The example of Fig. 1 is an
extremely abstract model of the human operator, which will be
specified by means of experimental results in chapter 4.

Petri nets describe the possible sequences of events, they
do not reflect the variable amounts of time required bv the
different events. Because of this property Petri nets give no
information about the duration of information orocesaing of the
human operator.

Petrl nets are suitable for the modeling of deterministic
end of stochastic sequences of events. Deterministic sequences
ever have one transition being enabled, while stochastic sequen-
ces lead to situations in which more than one transition is
enabled. The choice of the next transition to be fired occurs
randomly. Fig. _ shows two types of stochastic firing of tran-
sitions. Concurrent transitions may fire in either order whereas

; in conflicting tronaltlons the firing of one ulll disable the
other.
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In order to model priority systems Patti nets were extended !

by inhibition arcs represented by an arc with e smell circle in- i
stead of an arrowhead. An inhibition arc from place Pt to transi-
tion t_ enables the transition only to fire if the place Pt has i
zero t_ken in it. Fig. 5 shows as an example the crossing of two
drivers (compare Fig. 3) ulth priority of driver I, described by
an inhibition arc.

Furthermore Patti nets may be described tne formal as well _
as in e graphic manner. Especially the graphic representation
seems to be a useful tool in describing complex information pro-
ceasing of the human operator.

MODELING OF HUMAN STRATEGIES IN DISPATCHING CONCURRENT

DEMANDS BY PETRI NETS

Experimental Set-up

In order to investigate the human behavior in dispatching
concurrent demands a simulator for the generation of the demands
and for their service has been established. Fig. 6 shows the
block diagram of the experimental set-up. There are 8 streams of
binary demands presented by the numbers 1 to 8 on a common nume-
ric display to the operator. The arrival pattern of each stream
is given by the Poisson distribution. The service of each de-
mend consists in pressing a corresponding push-button during a
fixed lapse of time which is indicated by a service time lamp.
The traffic intensity P, i. e. the ratio of the service time end
the mean lntersrrtval time of the demands, varied in the range
0.8 _ P _ 1.6. The service of the demands had to be done in the
order of arrival. The experimental sessions consisted of five
trials of 200 s duration each. After each trial the traffic

intensity wee increased _bYlen amount of 0.2, beginning with thevalue of P = 0.8. For P the human operator is unable to deal
with the demands as fast as they arrive. Consequently the demands
have to queue up in the operator's short term memory. Because or
its limited capacity demands maybelost. By recording the service
activities of the subjects the strategies tn dealing with con-
current demands could be evaluated.

In the following the results from one experiment ere pre-
sented, further investigations with this experimental set-up are
described in ref. 5.

Experimental Results

In orde_ to analyse the human strategies the contents of
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the memory were evaluated; it is call_d waitlng-room diagram.
Fig. ? shows a typical ualting-_oom diagram, where the number of
demands in waitlng-room I, i. e. the length of the queue, is
plotted as e function af time. At the arrival of a demand the
length of the queue increases by one, at the beginning of a eer-
vice the plot decreases by one. The upper plot shows the ideal

I ueitlng-room diagram, which Is based on the assumption that
there is an infinite welting-room. All arriving demands are wal-
ting for service, no demand is lost. The lower plot shows the
minimal waiting-room diagram, with the assumption that lost de- ._
mends did never enter the waiting-room. Demands which are not
served are marked by a MN'. By asking the subjects to ccmmunic_te
the contents of their memory at certain time instants, it could
be shown that the real waiting-room diagram corresponds largely
to the minimal waiting-room diagram.

By the analysis of the waiting-room diagram and supported
by statements of the subjects two strategies for the service of !
the concurrent demands can be specified:

- Matting-room with permanent access
The demands enter into the waiting-room and queue up until a
maximum length of the queue (lma x _ 3) is reached. Then if one
demand is served another may enter.

- Waitlng-room with intermittent access
The demands enter the waiting-room and queue up. By certain
triggering events all arriving demands are rejected until the
length of the queue is reduced to a low value. Triggering events
ere the reechlng of s maximum length of the queue or the arri-
val of several demands with short interarrivel times. In this

case the maxlmum length of the queue is higher (lm_ x _ 5) than
with the strategy of permanent access.

The described strategies are extreme forms of behavior, in
reality they occur in an approximate and mixed form. The strate-
gy with intermittent access can be observed more often (factor
1.5) then the strategy with permanent access. Fig. ? shows the
waiting-room diagram in the case of intermittent access. This
strategy is less efficient, because with permanent access there
le S higher utilization of the waitlng-room, I. e. the mean

length of the queue is increased.

Hodellng of the Human Strategies by Patti Nets ii

The human operatorea activities in dealing ulth concurrent ..
tasks are the input of information, the storage of information in
his memory (waiting-room), end the service of demands by reac-
tions. Fig. 8 shows the Petrt net of the strategy with permanent
access divided into these three parts. For simplicity the _aitlng-
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room is assumed to have a L pacity of three demands,

Complementary places are labelled by p and p'. For example
the interpretation of place pp 28 "tnformetton input is idle u and
of place p_t "Information input is busy". At the arrive1 of s de-
mand it de,ends on the state of the information input whether

i the demand is lost (place P2' marked) or not(place P2 marked). In
the latter case transition _1 is fired and the demand is stored
In that position of the waiting-room (p_ ... pe), which t8 free
and has the lowest number. By the ePtrance of the demand into
the _atting-room (firing of transition t_, t 5 or t 6) the Infor-
mation Input is reset by ftrlng transition tll. Demends arriving
when the input Is busy are lo8t by firing of tranl litton t . Also2
If the waiting-room is completely occupied, 1. e. the place P6 is
marked, the arriving demand t8 rejected and lost by firing of
transition t 3.

If the waltlng-room is empty, the arriving dpmand is stored
in the first place of _he waiting-room (marking of o4=). If the
service mechanism is idle (place p?' marked), then the service of

this demand may be carried out by firing of transition, t? and by
setting free the waiting-room place. If there are furt,ler demands
in the waiting-room they advance one step by means of the tran-
sitions t8 and t9.

Fig. 9 shows th_ Petrt net of the strategy with Intermittent
access. Compared with permanent access there are modifications
especially In the input pert of the modLi. The states of the
places p12 and P12' determine whether arriving demands ere ee-
Jected or hot. The rejection state (P12 sts marked) ts triggered
tf the waiting-room in completely occupied, 1. e. P6' is marked.
Then ell demands are rejected end lost until the waiting-room is
empty and the transition t12 is fired. Then arriving demands
again have access to the ws_tlng-room.

The strategies described hove been slmuleted by means of s
digital computer. Simulation data showed close agreement with
experimental results. The description of the human strategies by
moons of Petrl nots turned out to be a valuable tool for the ana.
Iysla of human information processing.

This report ua_ supported by the German Federal Ministry of
Defense.
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DISCRETE-TIME PILOT MODEL

by Daniel CAVALLI

, Office Notionol d'Etudes et de Recherches Adrospotioles (ONERA)
92320 Chat/lion (France)

SUMMARY

The objective of this paper is to demonstrate the originality of our approach with i
regardsto already existing pilot models and to present recently obtained results.

We consider the pilot's behavioras a discrete-time processwhere the decision making _
has a sequential nature. This model contrasts very clearly with previousapproachesnamely
the quasi-linearmodel which follows from classicalcontrol theory and the optimal control
model which considersthe human operator as a Kalman estimator-predictor.We also consi- i

der that the pilot's objective may not be adequately formulated as a quadratic ccst func-
tional to be .._inimized, but rather as a more fuzzy measureof the closeflesswith which _:
the aircraft follows a referencetrajectory.

All model parameters,in the digital program simulating the pilot's behavior, have been
successfullycompared in terms of standard-deviationand performance with those of pro-
fessionnalpilots in IFR configuration.The first practical application of our pilot model has
been the study of its performancedegradationwhen the aircraft model static margin
decreases.

I. INTRODUCTION

Researchon human operator modelsand especially on models of spacecraft, aircraft
and helicopter operators has often been influenced by the current state-of-the-art. Before
further investigation,the human operator appears as highly edaptative, versatile,complex
and sufficiently creative so that we can always recognize in the diversity of all strategies
he may use, one we know well and want to find.

The first approachto the problem was from the control specialistsof the 1950%
attempting, at the beginningage of servomechanisms,to apply their basic tool, namely the
linear transfer function of a phase lead regulator (ref. 1). These studiesrelied heavily on
simulation techniquesusing analog comcuters.

One of the most-commonlyaccepted representationsis the quasi-linearmodel of ,
McRuer (ref. 2, 3, 4) so named becauseit representsthe human operator by a linear trans- ,_
fer functic,=, plus e remnant to describethat part of the human responsethat is not pre-

I

dicted by the linear approximation. The transfer function is essentiallythe result of an
approximation to the first harmonic and the remnant accounts for higher-ordereffects and
for other modeling errors. The most celebrated result from the above study is probably
the "cross over model" which is based on the fact that the human operator adjusts the
parametersof his own transfer function so that his open-loop responsesatisfies the closed-
loop stability conditions with a reasonableerror.

At the same time sampled-datamodels have been proposed (ref. 5). This type of mo- _
dels is suitable for numerical computation on digital computers. However, the assumption
of fixed.rate samplingap_,earsas a weaknessof this representation.

An alternative to the quasi-linearmodJI has been developed by Kleinman, Baron and
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Levison(ref. 6, 7, 8). This approach is basedon advancedoptimal control and estimation
theory with the assumptionthat the well.trained human controller behavesin an optimal
manner subject to his inherent limitations and contraints and the requirement of his task.
However, is the human operator only a Kalman estimator whose objective may be formu-
lated as the minimization of a given criterion ?

These modeling studies have advanceda great step forward when becoming interdisci-
plinary through the involvementof psychologistsin the researchteams. These scientists can
probably be credited for the introduction of the concept of operating image (ref. 9, 10, 11, _-
12) which is an internal model of the vehicle allowing the human operator to predict its
short-term response.The conventionalapproachand the purely psychologicalone are curren-
tly merging (ref. 13). Without repudiating previousphilosophies,our current approachtries
to make a synthesisof them and develop the model of a human operator based on a new

and more accurateanalysisof the aircraft pilot's behavior (ref. 14, 15, 16, 17).

II. ANALYSIS OF THE PILOT'S BEHAVIOR
I

Consider the behaviorof the human operator in the case of aircraft control.
The aircraft positionassensedby the pilot from his instrument dials or outer sight is 4

comparedto the attitude required to follow the nominal flight path. As an example, if the 4
horizontal oar of the ILS indicator lies above the central mark, the pilot analyzes this situ-
ation and selectsthe appropriate correction maneuverto carry out. Once the _aneuver has ,_
been selected, the pilot's brain (i.e. the decision center) request from the eyes through an
internal loop (fig. 1), to collect information relating to the longitudinal attitude. The diffe-
rence between the actual attitude and the desired one is analyzedand the pilot selectsthe t
right control to actuate and determines the force to apply to it. In this examnle, the pilot /;
pulls on the control stick with a force he judges as correct while requestinghis arm,
through another loop, to sensethe applied force. Stick motion is stopped when the pilot
feels that the desired force has been applied.

CUES DATA D4TA OUTPUI5
COLLECTION TREATMENT
BY NUHAN BY BRAIN
J_ENSOR5

IP_'J_'rc: I .4L_4,qM
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Hence, the decision center (the brain) puts successivelyinto action various loops while
askingfor further information from the human sensor.Three types of loops may be consi-t

t dered (fig. 2),

, FU6HTTECHNIQLIE- -I OECISIONCENTER'I INTERNALLOOP

e. [ I(CENTRALBRAIN) ..I t,

_----.IBU,LO.,pl. I t  LO- l

FiF 2 Podtin $ e_ AIRd

-outer loops controlling the parametersrelated to the short-term safety, i.e. flight path,
position and speed,

-loops controlling the parameters related to the immediate safety, i.e. the attitude an-
gles,angle of attack, etc .... ,

-finally, the inner loops controlling the forces applied to the controls.
It should be noted that there is only o single loop in operation at a given time and

this is one of the most fundamental differencesbetween a human pilot And _ autopilot.
The selection of the currently operating loop is made by the decision center (brain) which
designatesthe selected sensorto collect and transmit the necessaryinformation through an
internal loop (fig. 1).

An Immediate consequenceof this Jnalysisis that it is impossible to determine direc-
tly the pilot's workload : at the presunt time, it seems virtually impossibleto follow in
detail the. processingof data taking place within the brain.

Another consequenceis "_at it is uselessto determine experimentally a transfer func-
tion representing"he pilot's behe-ior since there is not one, however complex, but a series
of transfer functions used sequentially in an order determined by scanningof the various ..

_, displays.This scanning itself dependson certain data, the environment, the pilot's training, '
etc.... that is partially on random phenomena. This random nature must be accounted for

i into som_ part of the pilot's behavior model

I11, RESPECT OF THE CONTROL LAW

The control law, which is the keeping of permissibledeviations of the controlled para-
meters with respectto _;henominal flight path, ensuresthe immediate safety as well as the
short-term safety. This law is used by the pilot as _ guideline, it dependson the objective
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i i set by the pilot and on his ability to adapt himself to the conditions of the flight phase

E

t I execution.
First, the objective set by the pilot may not be formulated in the form of a criterion

to be minimized (as proposedby Kleinman, Baron and LevJson(ref. 6, 7, 8)).The pilot is
i neither a perfect being, nor a well-trained monkey who as it is well known, does a better

work then human when his task is that of robot. The human brain col-
a operator 8 can

lect a great number of quantitative and qualitative data, some of them being only sensa-
tions. The brain is able to built a model of the situation, to compare it with typical situa.

! lions held in memory, and decide upon an action even if the case has not been foreseen.
Then, the objective is much fuzzier : it consists on controlling the plane to referenceflight
path as close as possibleto the nominal flight path. This referencecorrespondsto the

I pilot's learning and his know ledge of the plane.
i The pilot possessesrather remarkable capabilities of adaptation which are evidenced by
i the nature of his control commands. An interpretation of this adaptability is the concept

I of operating imageor internal modal. The pilot possessesa probably very simplified model, of the aircraft which permits him to predict its short-term r_ponse given his previous
actions.

This concept of internal model permit us to account for the predictive nature of a
human pilot's control, as opposed to conventional autopilots.

IV. CHOICE OF A MULTILOOP SEQUENTIAL MODEL

Taking into account the above considerations,a mathematical model must satisfy the
following conditions to be as close as possible to the human pilot's behavior (ref. 15).

a) The _lamentary activities of data collection, developmentof correction procedures
and actuation of controls occur saqucncial!yand not simultaneously as in continuous type
models.

b) The various control loops must be identified accordingto the type of aircraft as
well as the nature and number of observedparameters. The type of each loop must be
defined, namely as flight path loop relating to short-term safety, attitude loop relating to
immediate safety, or loop relating to the control action (see fig. 2).

c) The instants of time when the various loops are activated are not defined in a
deterministic manner but are partially random (Poissonprocess).Only ¢ single loop can be
in operation at a given time and the pikJ', applies rules basedon his proficiency and per.
sonal experiencefrom one lOaD to another or tO monitor the inetrurr_nt panel. These rules
are not strict and depend on the pilot's judgment. Definition of a precise model for the
processof selectingamong the various loops is one of the most difficult problemsto solve
end is fully ignored in single loop models.

d) The model must be conceived in such a wa# that its various characteristicparame-
ters be adjustable from one model of aircraft to another within a given type of aircraft. ._
Obviously, the modal for a Mach-2 fighter is necessarilydifferent from that of a conven.
tional subsonicaircraft.

e) Finally, the model must provide e _"c,_ evaluation of the pilot's workload.
Researchon such a muItiloop model called "discrete-t;._L:u,.-._xlel" becauseof its se-

quential nature, has been carried out in France, at ONERA (Office National d'Etudas et de
RecherchesA_rospatlales- French National AerospaceAgency) since 1973. These studies
(ref. 16, 17) have led to the developmentof a co_put_r program simulating the behavior
of a pilot of a heavy transport plane (Airbus A300B; and capable to perform e particular
flight path (final descentof an ILS approach). The model will soon be extended to make
it adapt to various aircrafts of the same type (this version is currently being tested with
a model of the Dassault Falcon 20).

180

1979007417-179



ORIGI._ &l_ pAGE IB IOFPOOlUALI

'_ V. DESCRIPTION OF THE DISCRETE.TIME PILOT f_JODEL

In this model, it is assumedthat, at a given time, the pilot can either make a decision
(i _,,or carry out one of the following three elementary actions :

-actuate a control,
-read an information on the instrument panel,
-monitor a given parameter displayed on a dial.

It is assumedthat the pilot's strategy, that is the processof selectingamong the va.
rious proceduresof parameter correction, has a sequential nature and is a function of the

, flight situation defined by the aircrah type and condition, the flight phase and atmospheric
conditions.

Experimental data have led to distinguish between three levels of activity in the pilot's
operating mode (fig. 3). This clmification is only an assumption,but seemsto be close to
reality P.ndcorresponds to the three types of loops discussedabove. "_

LEVEL DEFINITION OBJECTIVE COST

STRATEGY Chm_of corrj_,tion 3hort. term Mental load
proc_urw J, fety (decision)

PROCEOUREpfelem,nt_ry4ctiom smfety (mernonzmti_

_LENENT_I_, Re_d inclio#tor Physical Ioxl
ACTION .Act ononecontrol

•Monitor one dial

Fl_k3 - Levelsin DiCtatingn_de.

The model selects the correction procedure to be used as a fur_.tion of the followed
strategy. This procedure is further divided into a sequenceof elementary actions (instru-
rnant reading, monitoring of a parameter, action on a control) which are successivelytaken.

A dual integration is performed at each time in the model, namely the integration of
the equationsof motion and the integration of the equations describingthe operating image
of the situation as memorized by the model.

In the proposedstrategy, care has been exercised to make a clear distinction between
the selection of dialsmonitoring (a strategy with Markovian readingsis used)and the selec-
tion of parameter correction procedures (a strategy with short term evaluation is used). The
differenciation between these two strategies is basedon the concept of seriousnessof the
instantaneoussituation as perceivedbv the pilot's model and defined by :

G(O),MaX.onthe main I estimated devLationI_ " _ iparameters permissible deviationi

This is the maximum ratio, over the flight path main parameters, between the estima.
ted deviation (as memorized or predicted bv the internal model) of a given parameter and
its permissibledeviation. The permissiblec_._iationsare determined experimentally. If G(O)

i is under a given minimum threshold of seriousness,the situation is evaluated as safe and
_ the model adopts the dial monitoring strategy ; if G(O) is above his threshold, the situa- :,
i tion is evaluated as seriousand the model applies the strategy of parameter correction

procedures (fig. 4). _
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Fig 4- Overallstrategic:

As far as the strategy of dials monitoring is conce-ned, th_ sequence of observed dials
is governed by a matrix of conditional probabilities of reading .-_achinstrument after ano-
ther one. This matrix is called "switching matrix". After each instrument reading, the value f
of a random vari3ble determines which dial will be read next, depending on the switching
matrix. The sequence of reading times is regarded as a Poisson process. Figure 5 gives an
example of switching matrix in the case of the I LS approach phase of an Airbus A-300B.
This matrix has been determined experimentally by means of an electro.oculometer. In re-
trospect, were observed in this matrix the features of elementary monitoring rules during
IFR flight. For instance, the artificial horizon was mostly observed.
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The strategyof the correction proceduresis based on the fact that the human pilot
makes decisionsdependingon the short.term predicted evolution of the situation while
taking into account all previousactions.

The model has_no accessto the equationsgoverningthe aircraft dynamics but, by
using its operating image, it can predict approximately the short-term situation. This predic-
tion capability is used by the model to select the best correction procedure to implement,
each time it is necessary.This choice is made by developpinga logical tree (fig. 6) in
which,

, -the root is the memorized situation (So) ;
-branches are the correction procedureswhose implementation is considered;

•- nodes other than the root are situation predicted from the root by meansof the ope-
rating imagewhile taking into account the intented correction procedures.

0 (SO] =INSTANTANEOUS SERIOUSNESS

. lET/MATED DEVIATION I

G(IJ,MAXMXI '
DEVIATIQNI

/ ON TH_PERMISSIBLE

./I \" X
PARAMETERS

Z/, / _ ./ . , *, ,,SHORT-TERNG(/)=/..J_.t. MEANG_)._,tk,SERIOUSNESS

//i\ /i\\, ,*SELECTED PATH. PATH OF MINIMUM _"

SHORT-TERM MEAN SERIOUSNESS ._

Fig. 6 - Strategy for correction procedure¢ i1

The instantaneousseriousnessG(K) is computed at each node K. Consideringthat it ,_
remainsconstant during the time _tl elapsedfrom the previousnode to the node I, the -_
model computes a short-term mean seriousnessG(I) on each path leading to a terminal
node. To that end, the instantaneousseriousnessis weighted by the time elapsedon each
branch and the result is divided by the total time elapsedon the path. The short-term _
mean seriousnessof a path (I, J) is then expressedby

1
___ G(K)" Atk

• G([I, J]) = tj tl K = I-+ j

The mean seriousnessof the best path G([I, J]) chosenat I is denoted G(I). This
choice is simply made by taking among all possible paths from I the one with the mini-

i l mum mean seriousness.

The path from the root with the minimum mean seriousnessis then chosenand thei' implementationof the correction procedurecorrespondingto its first branch can be ini-

i! tiated.
VI. PROGRAM APPLICATIONS

Two appliJations have been made to validate this program. Both apply to the simu-

1979007417-182



lation of the final descentof the ILS approach phase for an Airbus A-30OB. First, a statis-
tical comparisonhas been made between the performancesof the model and those of pro- "

,: fessionnalpilots. Secondly, the performance lossof the model when the static margin of
the simulated aircraft is decreasedhas been investigated.

VI,1. Comparison between the model and professionnalpilots

It is meaninglessto compare the time responsesobtained from the model and from
human pilots. As good as it may be, the match between the curves cannot be perfect. A ." _

_ statistical comparisonwould be more meaningful. We have therefore chosena comparison
between the standard deviation and the performance,which are defined below for the va-
rious flight parameters.

, dt ,
Standard deviation ox =

_. 1 t

! Performance Px = tlxldt

where t is the duration of the final descent of the ILS approach phase.
The resultsfrom the model have been compared to those of five professionnalpilots

performing final descentsin IFR conditions on a flight simulator representingthe heavy
transport plane consideredin this study. The comparison is illustrated in figure 7 ; it can
be seen that the model exhibits a behaviorclose to the pilot's as far as the above defined
standard deviationsand performancesare concerned.

L(e-)_,) _,s]_(')_(') l(k_')_(')_(')K'-) _(,)
20 8 | I * 1

3 q6 o._;t o.e s_ s ! l,s.
I q)

2 0,_'o_ o,_ _ _' 1t
i

i 4 (1

1. 54 _ °'t q2. q2. 2. _ ]

I ,_ ,J j
81 6: iV E _lideEloc &v EglideEIoc O _/

Model-pilot initial deviations at 1900 feet

x human pilot Localizer deviatio't : - 0,6 °

• model Glide path devi.don : 0,65 °
&V = -I-8 kts(Va= 137kts)

_. Fig.7 - Standard.deviationsandpefformances.
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Vl,2. Application of the model to flight control with reduced static margin

One of the first practical applicationsof the model has been the study of its perfor-
mance losswhen the stati.c margin of the simulated aircraft decreases,i.e. when the center
of gravity moves backward, progressivelydestabilizingthe plane. It appearsthat the perfor-
rnanceof the model decreaseswhen the static margin is reduced, which seemsrealistic. The
lossof control occurssuddenly (fig. 8) when the workload resultingfrom a decreasein
static margin becomes excessive.The most interesting result of this study is that, whenever
control difficulties appear on the pitch axis, the overall aircraft control is impaired ; for
most of the cases lossesof control occur on the transversalaxis.

presentetionfor fine/
,1oo%9ood

, :_, e ..............,. Normal

t

i _ _:,_ I]_ Divergent

Out of bounds

: N
: static m, ;n('/.) _

27 20 15 10 5

Fig. 8 - Basic ILS approaches with reduced static margin&

VII. CONCLUSION

The model describedin this paper is expected to be more conform to the actual 1
pilot's behavior than those of previousstudies. It tries to make a synthesisbetween the
mathematicalapproach and the psychologicalapproach through the introduction of the
aircraft internal model. _

In the future, studieswill attempt to introduce the concept of pilot adaptativity to a
new type of aircraft as well as the concept of learning which could take into account the
degreeof professionnaldevelopmentof individual pilots. i
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FLIGHT EXPERIENCE WITH HANUALLYCONTROLLED

UNCONVENTIONALAIRCRAFT MOTIONS

BY

A. FINLEY BARFIELD ....

AIR FORCE FLIGHT DYNAMICS LABORATORY i

RIGHT-PATTERSON AFB, OHIO

ABSTRACT _,

During 1976 and 1977, a modified YF-16 aircraft was used to flight

demonstrate decoupled control modes under the USAF Fighter Control

Configured Vehicle (CCV) Program. Higher levels of direct force control
were achieved by the aircraft than had previously been flight tested. The

direct force capabilities were used to implement seven manually controlled
unconventional modes on the aircraft, allowing flat turns, decoupled normal

acceleration control, independent longltudlnal and lateral translatlons,

'mcoupled elevation and azimuth aiming, and blended direct lift. A
miniature two-axis force controller was installed on top of the YF-16 i

sidestlck controller for commanding the decoupled modes. At the pilot's ! /
discretion, the directional modes could also be commanded using rudder

:, pedals.

The unconventional control modes were flight evaluated during

simulated operational tasks, such as air-to-ground bombing and strafing,
and air-to-air tracking and defensive maneuvering. The flight testing
identified many actual and potential uses for these control modes, but
also identified areas where refinements are needed to arrive at

operationally suitable implementations. This paper describes the design,
: development, and flight testing of these new control modes. It includes

lessons learned in the areas of unconventional control law implementation
and controller design. The need for task-tailored mode authorities, gain- _:

_ scheduling and selected closed-loop design is discussed. _

i INTRODUCTION

The Air Force Flight Dynamics Laboratory's Fighter CCV Advanced

Development Program was conducted to develop and evaluate advanced control

concepts for improving fighter aircraft mission effectiveness. Specific

new control degrees of freedom were provided in an existing high-

_ performance fighter. Control modes selected for implementation had been
identified by previous research efforts as possessing the potential for

significantly improving fighter aircraft performance Use of these
unconventional control modes provided the pilot with unique aircraft _

'_ maneuvering capabilities. This program provided the first true test of
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the utility df these new capabilities. Design, modification and flight

testing were conducted under contract to General Dynamlcs/Fort Worth,

The YF-16 shown in Figure i was uniquely suited as a testbed for the i

program, It served as a state-of-the-art baseline configuration with its i

full authority quad redundant analog Fly-by-Wire control systemp sldestlck
controller, and advanced aerodynamic design employing vortex lift and

leading edge maneuvering flaps. The aircraft was designed to be

statically unstable longitudinally in subsonic flight with artificial

stability being provided by the control system. Angle of attack and t,g,!

limiting allowed full maneuvering w£thout reliance on stall warning or
cockpit instruments and provided maximum use of the airframe load factor

capability throughout the fllght envelope. This advanced control system

design facilitated implementation of the mew CCV control modes.

Or"
DESIGN APPROACH

Cost effectiveness and safety considerations were major driving

factors in the configuration selection and design. In this llght only

minor modifications were made to the YF-16 aircraft. Although providing

a means of assessing the new control capabillty_ this approach prevented
overall control and aerodynamic design optimization. Exterior changes to
the aircraft consisted of the addition of twin a!l-movable vertical

canards. The new surfaces, canted outward 30 degrees from vertical_ were
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attached at the engine inlet. The installation was accompllshed without

altering the external or internal mold lines of the inlet. Although

separately actuated, the canards are deflected together by the same pilot-
generated command signal. Use of the canards in conjunction with the
rudder enabled direct sideforce to be developed by the aircraft. The

flaperons were modified to allow both up and down symmetric deflections.
Operation of the flaperons with the horizontal tail provided a direct lift
capability.

An auxiliary analog computer was added to allow implementation of the
new control laws. A fail-safe design was required. Additionally, the CCV
modifications were not to result in degradation of the operational

reliability of the basic YF-16 control system. That system was retained
intact to provide suitable control and stability augmentation, The
conventional YF-16 control system formed the baseline configuration for

the program. It also served as the reversion configuration should

problems cause CCV system disengagement. The addition of CCV sign_l
interfaces was the only change to that system. Control reconflguratlon was

achieved by injection of bias signals and crossfeeds to alter the ncrmal

pilot commands or system feedbacks. Operation throughout the aircraft's

envelope was needed for a valid evaluation of the unconventional modes.

Gain scheduling was extensively employed to provide proper response as

flight conditions varied. Emphasis was placed on obtaining maximum CCV
mode capabillty across the mach-altitude range without creating adverse
transients.

Crew station changes involved the addition of instruments such as

sideslip, side acceleration, canard and flaperon position indicators to _
allow evaluation of CCV responses by the pilot. A CCV control panel was
installed to enable mode selection, and modifications were made to the
trim button on the sidestick controller to provide a means of comanding

the open-loop CCV modes.

UNCONVENTIONAL CONTROL MODES

At the pilot's command were si.:open-loop modes illustrated in

Figures 2 and 3. Direct control of the aircraft's flight path in two

axes was provided by the An and _ modes. The aircraft rotated in pitch
and yaw with the velocity vector. In ".itch,a was held constant while

direct llft was generated on the aircraft. Sideslip remained zero during
use of the sideforce mode as side acceleration was generated allowing

turning of the aircraft without banking. Attitude control at constant

flight path angle was available with the _i and BI modes resulting in
independent fuselage pointing in either axis. Vertical and lateral
translations were provided by the a 2 and _2 modes. In this case
vertical velocity and side velocity were the controlled parameters
at constant aircraft attitude. Thus the aircraft could effectively
elevate or side step.
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Fig 2 Open-Loop Longitudinal CCV Fig 3 Open-Loop Directional CCV
Hodes Modes

One closed-loop mode, Haneuver Enhancement (HE), was also available
to the pilot. Direct lift was blended with basic aircraft pitch control
in this mode. Zt provided an initial direct lift during a maneuver which
was washed out as the commanded aircraft normal acceleration was obtained.

Use of this capability resulted In maneuver quickening. Due to the use
of normal acceleration feedback, a level of gust alleviation was also

provided as illustrated in Figure 4.

Implementation in accordance with the approach of an "add on" design
is illustrated with the simplified block diagrams in Figures 5, 6 and 7.
The conventional YF-16 control system is shown in solid black in the
figures. Dashed lines indicate the CCVmodes. For the three open-loop
longitudinal modes,the pilot cownands flaperon deflection directly with _
the elevator being driven through a scheduled crossfeed gain. Biases to
prevent opposition of the CCV commands are computed and introduced into
the ¥F-16 control system. In the case of the An mode, P_ure $, stick
command and pitch rate paths are modified by the bias signals. CCV
system gains were determined using wind tunnel data and digitally
predicted aircraft responses.
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Fig $ Simplified FuncCtonal Block Diagram of the An Hode
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The directional modes are structured in much the same manner. The
pilot commands a canard deflection vlth an appropriate crossfeed to the
rudder as shown for the direct sideforce mode In Figure 6. In thls case

a galn scheduled crossfeed to the flaperons Is needed to counter rollins ]moments from the canard-rudder deflections, eJ,ases are also added to the
yav rate and lateral acceleration feedbacks of the basic control system.

i
I aC_/UB _ . -0 _ Pt_Yl

i "- *" £
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i l=s ,i
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I - I
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, Fig 6 Simplified Function Block Dlagram of the Ay Hode

The one exception to this type of lmple,_entation is Haneuver
Enhancement. As sho_n in Fi&ure 7, the error between pilot commandand
aircraft normal acceleration drives the flaperons and horizontal tall,
^ washout In the pitch rate feedback path, and Intesral plus proportional
control In the forward path, provides a "$" command response In steady
state. Thus as the aircraft attains the commanded"S" level, the direct
lift flaperone return to _ero deflection. The technique provides an !
instantaneous direct Iif_ for maneuver qulckenlnS. Gust alleviatlon is
obtained when the normal acceAerometer feedback senses 8ust lnduced
aircraft response and drives the flaperons to counter it, i

Htnor modifications to the YF-16 cockpit were made to alloy use of i

the CCVmodes. Specific modes are selected by the pilot us/ms _he CCV i
control panel shown in Flsure 8. Any of the three op_n-loop lonsltudLnal
modes can be commandedby fo_e or aft force on the CCV controller !
installed on the Y_-16 sldesttck, _igure 9. The trim switch yes
replaced vlth the tvo-axls CCV force controller, end the normal "coolie
hat" _humbbutton was retained. The three open-loop directlon_l mode_
tun be selected for operation throush elther rudder pedal inputs or
left/rtsht force on the CCV controller. Besides mode selection the
_ontrol panel also provides the p/lot tr_th pitch and roll autopllot
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functions as well as mode purification capabillty. Purification was
designed to allow engineering evaluatlon of the modes by enabling
various feedbacks to force "pure" steady state uncoupled alrcrafr motion.
In this way the adequacy of interconnect end bias gala schedules based
on predicted CCY responses could be ascertained. The control panel also
provides a means of removing slde acceleratlon, Ay, feedback to the rudder
In the basic control system. Various self-test functions were also
included for system checkout and diagnosis on the ground.

OhiGINALPAGEIS
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i Pi8 7 Simpllfled Functional Block Diagram of Maneuver Enhancement
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Fig 9 CCV Controller Installation on Sidestlck

The basic airplane sldestlck controller is essentially a force stick

a)though the sensors employed are Linear Variable Differential Trans-
formers which measure a very small displacement of the stick resulting

from forces applied by the pilot. Maximum command in pitch requires 31

Ibs.,andmaximum roll requires a little more than 15 ibs. Both _xes
have parabolic stick force versus command gradients. The CCV button

has a 0.i lb. deadzone with a linear force versus command gradient up
to a maximum of 3.1 Ibs.

FLIGHT TESTING

The flight test program consisting of 87 flights and totalling over

125 flight hours was conducted at Edwards AFB in California. Figure I0

_resents the range of flight conditions over which testing was performed.
Initially the flight envelope was cleared in tests to identify flutter,

aeroservoelastic instabilities, or stability and control problems. The

effect of the canards addition on Inlet/engine operation and the aero-

dynamic destabilizing effects were also evaluated during the initial tests.
Preliminary checks were performed to verify proper functioning of the CCV

control system. Engineering evaluations were then conducted to ascertain
the functionaladequacy of the CCV control system design and to obtain data
for detailed evaluation of the various mode characteristics. Figure i0

also indicates test conditions for evaluating predicted performance

improvements with Relaxed Static Stability (RSS). Although not covered in

this paper, the aircraft's fuel system was modified to allow a wide range

of center-of-gravlty locations to be evaluated during the later portion of
• the test program. Finally quasl-operatlonal tasks were conducted

simulating alr-to-alr gunnery, formation, refueling, air-to-ground
bombing and alr-to-ground strafing.
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_ Fig 10 Primary Test Points _

The CCV modes produced responses as predicted, and the modified air- r;

i craft was found to be free of instabilities. It also possessed.adequate !handling qualities throughout the flight envelope up to its angle of

i attack and sideslip limits. No adverse effects of the canards on inlet
or propulsion system performance were detected. Although the canardst

' were destablllzlng both longltudlnally and dlrectionally, the YF-16X

control system provided stability augmentation that effectively
! compensated for the change The engineering evaluations provided data to _

allow refining of the CCV control system gain schedules which had been

, selected originally on the basis of wind tunnel infomtion. The evalu- _

atlons also verified the available mode authorities. Direct liftCCV

> levels of up to + 1.5 g's and slde force levels of 0.9 g were obtained.

These capabllltle--svaried considerably with flight conditions since the

i design was to obtain maximum capability, and not to provide uniform
authority. Yaw pointing levels approaching _+ 5 degrees and pitch pointing

, of approximately + 2 degrees were realized. Translation authorities of

i fpm rate of for the a 2 mode and kts side velocity for the
1500 c-limb 40
_2 mode were demonstrated.

) The Handling Qualities During Tracking (HQDT) technique developed at
_ the NASA Dryden Flight Research Center and the Air Force Flight Test

Center was used for engineering analysis of the CCV modes during tracking.

For this technique, scored gun camera film is used to obtain a

I quantitative measure of handling qualities, control system characteristics,_, and precision controllability during high-gain tracking tasks. A fixed _

depressed reticle is used in a preplanned tracking task employing in this• case an F-4 or T-38 target aircraft. The alr-to-air tracking maneuver _

i!, 197 •t
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consisted of windup turns (WUT) to 4.5 g's and 3g constant turns. The
technique was also applied to alr-to-ground runs with limited success. '

Unfortunately, the technique does not resemble most air-to-ground delivery

techniques. RMS, mean, and median tracking errors along with time

histories of plpper position relative to the target are provided by the
technique. This data was used in connection with pilot ratings and

_ comments to evaluate the CCV modes' usefulness. Ordnance was not actually

i delivered because the YF-16 testbed did not have a weapon delivery
capability.(

il _- • Early in the evaluations, results from tracking with Maneuver
! Enhancement indicated the usefulness of this mode. Figure ii is a

longitudinal parameters comparison of the aircraft with and without ME

during a windup turn tracking task. The reduction in magnitude of pitch

rate perturbations and Pilot inputs indicates a useful mode for precise

i tracking. Tighter "g" control was available to the pilot, and small

! corrections could be made without causing large rotational rates. This
preliminary assessment proved to be correct when pilots from the F-16 Joint

Test Force evaluated the modes in simulated alr-to-alr gunnery.

BASICAIRPLANE MANEUVEREN(tANCE_NT
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Overall assessment of the CCV modes for various operational tasks are
shown in Figure 12. This is a consensus of pilot opinion on the potential
improvement these modes could provide. A "G" or green rating indicates that
the mode is either preferred or has the potential for improvement over
conventional controls. The ,,yt, or yellow rating is used to denote that the
mode did not show a potential improvement over conventional controls or
that pilot ratings and conments were inconclusive.

MAIRUV|Ii OIMCT FUSIRAU[
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]

_ _LLOW.INCtNICL_ AAgEIJKm

, !
;. Fig 12 CCV Mode Assessment

l' Maneuver Enhancement was considered an improvement as it was

implemented on the test aircraft in all air-to-air tasks. It provided i!I

tighter control in a tracking situation without the usual rotational• perturbation, Pilot control was not complicated by an additional

controller since this was a blended mode on the normal sidestick. Nashout i,'
of flaperon deflections prevented saturation problems of the limited

i authority direct lift capability. _

} The direct force modes, An and Ay,were preferred over pointing or
_ translation for precise tracking, The mechanization allowed pilots to
i' ttbeep" CCV commands using the button controller in much the same manner
i as a trim switch. It provided an immediate precise change in flight

path. Such a "beep" technique was realizable because command and release

: cause no objectionable pipper transients. The direct force modes werealso considered to hold promise for some unusual and effective defensive

i maneuvering capabilities, but larger authority levels than obtainable on

i the CCV YF-16 were desired by most of the pilots.

i• 199 *_
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The pointing modes were difficult for manual pilot control. Although
providing reasonable authority and precise fuselage pointing, the command
had to be held in continuously. Upon release of the CCV controller, the
pipper moved sharply away from the target as the aircraft returned to
align with the velocity vector. This proportional input on the CCV
controller,while trying to keep the basic tracking solution through

changing forces on the sidestick,resulted in what one pilot referred to
! as a hand conflict. A tendency existed to rapidly reach and hold full

pointing capability as the maneuver changed. The pilot had to

i lamedlately realize when maximum capabillty had been reached and revert _
i to basic aircraft control for further error reductions. This would result

i In maneuverlng the aircraft with full pointing capability being

i commanded and at times introduced unwanted lags in tracking. Even with

these drawbacks, the mode was rated highly as far as its potential for

i improvement. Most pilots commented that an automatic tie-ln with the

fire control system would make a very effective gunnery system.

The translation modes were implemented with slow onset rates and low

steady state authorities which made them unsuitable for alr-to-alr combat

maneuvering. Due to the open-loop design, the aircraft had a tendency to
coast after a translation command had been removed. This was bothersome

to the pilot as he tried to close on another aircraft since exact final

position was not easily predicted. The translation modes could be used

for formatlon/station keeping; however, the task was adequately handled

with the basic aircraft controls. Thus, a clear need for improved means

of accomplishing the task did not exist. The one exception was
application in refueling operation. The CCV modes were believed to offer

significant advantages in this case. Unfortunately, due to the limited

redundancy in the mechanization and safety considerations, such
applications could not be evaluated. Refueling with CCV modes engaged

was prohibited.

For the air-to-ground work, Maneuver Enhancement again demonstrated
an improvement as implemented on the test aircraft (Figure 12). This was
primarily due to: 1) the gust alleviation capability it provided; and, 2)

the increased response when pulling out of a dive. The manual control i
task was not significantly changed with the blended implementation on the

sldestiok. Normal piloting techniques could be used for task accomplish-
merit.

Direct side force, Ay, received favorable pilot rating for both i
strafing and dive bombing. The primary advantage was elimination of i
having to roll-pull-roll back to make directional corrections. The i

effect of each correction could be immediately and easily determined i

since the basic sight picture remained unchanged. Rudder pedals for Av i
commands were well liked,and the pilots easily adapted to their use. The !

authority provided appeared excessive for terminal tracking. The An mode
found only spa_ng application in the air-to-ground tasks because

longitudinal control posed no specific problem and was easily accompllshed
with the normal stick commands. Use of the force button was not natural

200
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for the pilot in these tasks, and cross-talk between button and stick
existed.

Pointing capability in both axes was found useful for strafing runs.

Two techniques were used with pitch pointing. In the first method the

plpper was allowed to walk up to the target and was then held on the target
with the pointing capability to provide a longer firing opportunity. The

second technique involved using full nose down pointing throughout the _,_'

run. This allowed considerably more ground clearance during low-level
passes. For bombing, the pointing modes were not appropriate since the

velocity vector was not being changed. There was one exceptlon. It
was possible to use the mode to mimic the translation mede's crosswlnd

cancellingcapability with higher responsiveness. This was accomplished

by establishing a crab in the normal manner tocounter the crosswlnd

and allow the flight path to cross the target. Then yaw pointing

was used to align the nose wlth the resultant velocity vector giving

the pilot a good HUD 81ght-target picture.

Longitudinal translation was useful in the power approach for

maintaining a desired glide path. However, due to the limited

authority and slow response,lt was not satisfactory for strafing or

bombing. Inaddltlon, the normal longltudlnal command provided adequate 1
control for these tasks. The lateral translation capability was useful

for crosswlnd corrections during both landing approach and dive bombing. 1
It could also be used to attack moving targets from an approach I

perpendicular to the target's motion. Slowness of response and the !

requirement to hold a constant button force during mode usage were 1
considered drawbacks of these two modes.

SIMULATION INVESTIGATION 1

Results of the flight testing showed the need for additional
unconventional control mode studies. Pilot comments clearly indicated the

capability provided by the unconventional modes had the potential for
improving the aircraft's effectiveness, but some aspects of the particular i
implementation on the test vehicle were unsatisfactory. The two-axis
force button selected after evaluation of several types of controllers in

a flxed-base simulation at General Dynamics provided adequate for
engineering evaluations but lacking for operational usage. Various mode

authorities, responses and mechanizations were found to be inadequate for
tracking and weapon delivery tasks. The flight test effort had been

extremely ambitious in terms of flight rate. This restricted modifications

from being accomplished to the CCV hardware except to satisfy safety-of-

flight requirements. As a result of these findings, the Flight Control

Division of the Flight Dynamics Laboratory initiated an extensive
simulation investigation to be conducted on the Large Amplitude Multi-

mode Aerospace Research Simulator (LAMARS) shown in Figure 13. LAMARS

comprises part of the Flight Dynamics Laboratory's Engineering Flight
Simulation Facility at Wrlght-Patterson. The sphere, containing a single

place cockpit, and the 30 ft. support beam are computer controlled to

provide realistic cockpit motion cues. The pilot's visual display is

1979007417-199



projected on the interior of the 20 ft. sphere. It can be either a simple
sky/earth image or projection of terrain features from one of two 15 ft.
by 48 ft. terrain boards. An air-to-air target aircraft projector is also
included for combat simulations. The spherical contour provides a maximum
266 degree horizontal and 108 degree vertical field of view. Motlon
capability of the simulator is listed in Figure 14. A hybrid computing
system forms the core of the simulatlon facillty. Nonlinear aerodynamics
and the complete YF-16 and auxiliary CCV control system have been modeled

on the computers. ]

T

Fig 13 _S Facility

Major emphasis of the simulation program will be the development of

_sk-Orlented C_ control _des. TheWS effort will pursue two

different approaches in the investigation of unconventional aircraft
maneuvering capabilities. The first will be concerned with minor
modifications to the CCV _des as they were implemented on the YF-16.
This approach is aimed at resolving basic problems/shortcomings
hig_ighted during the flight test program. Candidate changes are
listed below:

• CCV controller gradient variations

o Alternate gain scheduling

" Integral command of pointing and translation modes

• Elimination of operating restrictions 0_, _ _h_

2O2

; it,
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• ° Mode authority matching and tailoring
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, i
," Fig 14 LAMARS Motion Capability

The gradient variations and gain scheduling are both intended to _
reduce mode sensitivity evident in the air-to-ground tasks. An integral !

! mechanization would allow "pulse" type inputs without requiring the pilot !
i to hold CCV commands during a tracking task. Unfortunately, this :!
! qulckly results in mode authority saturation. A trlm type follow-up

i technique is needed in which adverse ptpper motion does not result. In
order to develop "pure" CCVmodes and insure safety from failures wlth
the limited redundancy employed in flight test, rather severe _
restrictions were placed on several modes. The emphasis will now be on _

"user- ""obtaining u_ modes by reducing these restrictions such as bank

angle and a limits and accepting impure responses. In the interest of i_
_" providing the pilot with a useful tool, authority of the modes will be :

tailored to the operatlonal task and matched In both axes for control

harmony. In addition, the CCV modes wlll be evaluated with several HUD i

gun-sight systems to ascertain the benefits and problems associated wlth ._such use.

!' The second approach involves alternate methods of providing the CCV
capabilities to the pilot and new control law structures. It includes .;,Z

. consideration of the following techniques:

o Blended modes using only the YF-16 sidestlck

g • Weapon-llne stabilization and improved gust alleviation

I o Closed-loop velocity commandBased on the acceptance by the pllot of the maneuver enhancement

mechanization and the fact that pilot workload was actually increased ._
wlth the addition of another controller in the cockpit, blending of CCV _:_
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i
modes with the basic aircraft controls is needed. Such blending must not

result in adverse transients on initial command or when reaching maximum

CCV authority. In addition, a means must be provided to washout CCV
inputs to prevent combat maneuvering wlth residual canard or flaperon
deflectlons. The mode to be blended will be selected based on its

usefulness in the particular mission phase being flown. The techniques

being considered included frequency selectlve separation of CCV versus

conventional stick inputs using filter techniques and separation based
on detected command magnitude and rate. In both cases gradual removal

of the CCVmode in steady state is required. A recenterlng technique

allowing placement of CCV command gradient within the basic control

system stick force gradient is also being examined. Such a technique

would provide the CCV capabillty as a vernier control for the pilot

while allowlng normal aircraft maneuvering for large inputs. Such a
recenterlng scheme must allow full aircraft capabillty to be conmmnded

I and must not produce an unacceptable stick force per "g" relationship.

| Work is being conducted to arrive at an optimum design of maneuver
enhancement to provide weapon-llne stabillzatlon for improved gunnery.

In this application the primary design obJecClve is faster acquisition
and better tracking as opposed to simply quickened maneuvering response.

Changes to improve the gust alleviation capability are also being

studied, but the focus is on reducing plpper disturbance rather than

improving ride quality.

Closed-loop design providing a velocity command system for the

translation modes is aimed at faster mode response and the ellminatlon

of coasting. Nith such a design, the pilot would command vertical or
side velocity instead of flaperon or canard deflection. The control

system positions the surfaces as needed to develop or cancel independent

translatlons. This would improve mode usefulness in tasks requiring

precise positioning and possibly allow application to combat maneuvering.

The flight test also accented the need for more operationally

oriented evaluation techniques. The HQDT constant "g" and NUT tracking
maneuvers for 20 to 30 seconds are not reasonable for representation of

the alr-to-alr combat situation. Although providing useful information
on basic control characteristics in a tracking task, it is not well

suited for task-orlented design. In an effort to solve this problem,
the LAMARS simulation will be using various weapon delivery scoring

techniques based on aircraft position, target location and munition

ballistics. However, HQDT type data will be taken for correlative

purposes. Target aircraft combat algorlthms to allow realistic operational
task evaluation of the CCVmodes have also been developed.

CONCLUSIONS

Flight testing of the Fighter CCV has provided valuable insight into

the Impllcatlons to manual control of uncoupled aircraft motions. A
pronounced learning curve was encountered due to the very unusual

maneuvers possible with the CCV modes in the flight evaluation. While
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!
providing additional capability, the open-loop modes sometimes resulted in 4
an increase in pilot workload with the addition of another controller.
Use of rudder pedals for Avcom_and was natural for the pilot. The one

blended closed-loop mode,_aneuver Enhancement,was found to be beneficial
during all evaluation tasks. Although requiring optimization, the

blending techniquewas readily accepted by the pilot. The flight test
program demonstrated the feasibility of decoupled aircraft control and

verified predicted performance levels. It also provided an indication

of the usefulness of these new control modes in operational tasks.

The urgent need for task-oriented control mode investigations was

clearly indicated during the test program. The CCV modes were implemented
from an engineering standpoint of obtaining "pure" motlon w_th well-
behaved responses and maximum capability throughout the flight envelope.
Emphasis must now be placed on designing to the specific task application.

Through the use of AFFDL's large moving-base simulator and lessons learned _ -

from flight testing, engineering efforts are underway to provide CCV
capabilities to the pilot in a manner that will significantly improve
fighter aircraft effectiveness. Prior to adaptation in future designs, !

these capabilities must be provided in ways which do not complicate the i

manual control task. A multimode approach is indicated in which the

pilot is provided with various predetermined combinations of conventional

and CCV control tailored to the specific mission phase. !
i

•6 _iliL
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PILOT-OPTIMALAUGHENTATIONSYNTHESIS

by

Oavld K. Schmldt

School of Aeronautics and Astronautics
PurdueUniversity

West Lafayette, ]ndtana 47907

Abstract,

Given adequate open-!oop speclflcatlons, for example, alrcraft hand]ing
qua!]ties criteria, design technlques, particularly modern control approaches,
are avai]able to the system designer for synthesizing even the most complex
flight control systems. Unfortunately, however, weaknessesexist in the
hand!trig qualltles areas, particularly for "non-conventlona]" alrcraft such
as VlSTOLand control conflgured vehicles (CCV's). In thls paper, an aug-
mentatton synthesis method usable tn the absence of quantitative handling

" qualities spect.ftcattons, and yet explicitly Including design ob_lectlvesbasedon pilot rattng concepts, w111 be presented, The algorithm ]nvo!ves

the untque approachof simultaneously solvtng for the stablllty augmentat|on !: system (SAS) gatns, pilot equalization and pt!ot rattng predict!on vta optt
': mal control techniques. Simultaneous solution ts required in thts case since
: the ptlot model (gains, etc.) dependsupon the augmentedp!ant dynamics, and

the augmentation Is obviously not a prtort known, Another spectal feature
ts the use of the pilot's objective functton (from whtch the pilot model i
evolves) to destgn the SAS"

_: ]ntroductton

) Given adequate design specifications, or aircraft handling qualities :_
criteria, and a valld system model, destgn techntques_ parttcular!y modern
control approaches, are avatlab!e to the system destgner for synthesizing

_: even the most complex f11ght control systems. Unfortunately, however, weak- -!
nesses ex|:,t In the destgn specification area for non-conventional atrcraft
such as V/STOLand control configured vehtcles (COVes). The assertion here

• Is that due to the "non-conventional," multi-variable nature of the vehtc!e
'_ (and the ptlottn9 task !n the case of V/STOL), and due to the anticipated
_: complex!ty of the systems involved, a "non-conventional" approach to the

control destgn problem ts worthy of Investigation.

_i Stnce pilot acceptance Is the ulttmate criteria, tn the absence of prtor
ptlot optnton we must predict ptlot rattng. Thts ts tn contrast to destgn

methodswhich attempt to a prtor_!_eftne "good" dynamics, and then use a
_ 1 model-fol!owlng design techniqueL J, that is, design the augmentation so the

augmentedsystem wtll behave 11ke the "good*'model, One ._;ior drawback to
_: this approach ts that one ts never sure that the pilot wt!1 agree wtth the
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designers chotce of "good" dynamics.

To predtct ptlot rattng, someform of p|lotmodel ts requtred and two
types of ptlotmodels exts_x, Each have been used extens|vely; they tnclude
describ|ng-functtonmodelsL_J and optimal control models[3]. It is felt
that for the problw at hand the optimal-control ptlot model ts 1deal. Zt
ts more compatible wtth the mu!tt-vartable aspects of the problem and the i
advancedcontrol destgn techniques already existing. Also, the form of
the pt|ots equalization network ts automatically detemtned, a very impor-
tant property tn thts case.

Both ptlotmodeltng approaches have been used primarily to study

closed-loop system perfomance. Recent appltcat|on _fas for the °pttmalrR1g4control model tnclude lo,-vtsabtltt¥ landtng of CTOL and STOLatrr ft _'"
and the stability of the ptlot atrcraft system tn maneuvering fl_ghtL6J.
However, any stability augmentation systems |n these studtes were designed
1nit!ally, from hindltng criteria for example, then the system performance
evaluated as a separate step. That !s, the SASwas des|gned ftrst us!rig
the conventional approaches (e.g., pole p!acement), then the ptlot model
was added around the augmentedsystem to evaluate "piloted" system perfor-
_nce.

Alternate approaches tnc!ude the pilot as part of the plant [7], then
the SASdesign proceeds for the 'pilot-augmented" plant. Buy the form of
the ptlot model must be assumedbefore beglnn|n9 th|s design process, an
undesirable situation for syst_s wtth non-conventional plant dynamics.
The pilot ts knownto adapt hts gatn and ram of equalization to the p!ant
and task, but selecting the ptlotmodel a prior1 wo_ld tend to tmp!y
knowledgeof and tnvartance of the ram of pilot model. Hence, the ram of
the ptlot mode! should be detem!ned as an Integrated part of the system
design. As stated previously, this !s natural!y accomplished w|th the
opttml-control pilot model.

An analyttca! ptlot model has also been used, although not as frequently,

to predict ptlot opinion. The most notable of these techntques,r_p_led tothe VTOLhover task, was the "paper pilot" deve!oped by AndersonL * J. In
thts approach, parameters in the ptlot describing function of ass_ed ramare chosen such that a ptlot rattng metric ts minimized. Thts metrtc con-
s!sts of a measure of perfomance (e.g., ms tracking error), and a measure

of p_lot workload (e.g., the amg_; of lead the ptlot must introduce). |n
an assessmentof thts techntqueL "J It was found that a ptlot rating func-
tional based on east|y measuredmotton quantities was adequate for p!1ot
optnton prediction. However, the proposed pilot mode! was found to require
someadditions for better system perforlMnce predictions. Notably, these
tmpromhts tnc!uded modification tn ram (describing function) and the
eddtt_on of the ptlot's remnant (or the "random" portion of the ptlot's con-
ira1 Input.) Hence, again we see the problemscreated by imposing an assumed
ram of the ptlot's descrtb!ng function.

a r to be ahvlated by the use of the opttml pt-Th,,.o...o.ld' has found that the opttmal control mode! canlot mdel. In fact, Hess
| be used equally well for predicting p|lot optn_on, and his used thts approach
r

!
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in analytical displaydesign for heltcoptersL12,13j.r_ Use of the optimal
ptlot model for pilot rating allows for a natural pilot-rating metric
via the ptlot model objective function. P,'oper selection, basedon the
task, of the state and control weights tn the objective functton pro-
vides for the detemtnatton of the ptlot gatns, equalization, and pilot
rattng prediction s!multaneously. As we have mentioned previously, this
is a very important potnt tn dealing with systems with non-conventional
dynamics for which the ptlot's describing function may not be known. If
thts approach is now integrated with the SASdesign problem, a proposed
design procedure results.

ThePilot_del
As presented in Reference 3, the optimal pilot model evolves from the

assumption that the well-trained, well-motivated pilot selects his control
input(s), On , subject to humanlimitations, such that the following ob-
Jective iS _tntmized,

T-_ o P p

The dynamic system b_tng controlled by the ptlot is described by the famlltar
linear reletton

t

; - Ap; + epUp+ ;

• c; (z) )

where _ is the system state vector, Op the ptiot control vector, _ the out-
put vector, end _ is the vector of zero-mean external disturbances with co- i
variance

T_

((;(t)_'(t+o)) • w_(o) i
l

Inc!uded as humanlimitations are observation delay, T, and observation noise,

_. So the pilot actually perceives the noise-contaminated, delayed states, 1

_p- Cp;lt-T) �_ylt.T)
The covartance of the zero-moan observation noise may include the effects

of perception thresholds and attention allocation, and is denoted

E(_yltl_)lt+o))• vyG(o)

Defining the augmentedstate vector, X - col[_,Up], the solution to the problem,
or the pl!ot's control is given as
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(;

Up* -G"l ' " != [0, I ] lpX

where Kp ts the positive definite solution to the Rtccati equation

-F',it;l',;-Ko %i o]L'O':"_ LO, oj L_"o..... ','-_
_,l 'p

+ KpBoG'IBo'Kp = I_p (2)

It willbe convenientto partitionKp suchthat

!

and note thatnow the equationsfor the optimalcontrol0p* is

_= -G-IKp3_- G'IKp4"_+
A

or a linear feedback of the best estimate of the state, _, and somecontrol
dynamics. (These control dynamicshave been shownto be equivalent to the
ptlot's neuro-muscular la9.)

I: Now,the stateestimatorconsistsof a Kalmanfilterand a least-mean
i square predictor,or

i R(t-_)= ApR(t-T)+ _Cp'V;l[yp(t)

A

- Cpg(t-_)] + BpO;(t-_)

^ A,,T ^

R(t)- §(t)+ _ v ER(t-_)- §(t-T)]
I

tTo model the pilot's remnant, motor noise is usually added to the control
equation. The finalpilot'scontrolis representedby

v

) _;= "G'IKp3_- G'IKp4U; + G'IKp4;m

where

i E[_m(t)_m,(t+o)]= VM6(O)!

_._-(_;. ........-, . .. : : , ,, _ __._._:_ ._: ,_-, ._,_ ,,_,, ... :,:._:.,_-._,.._._._, _. : _,__
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with _ = Ap) + BpUp

and the estimation error covariance matrix g is the solution of the Rtccatt
equation

• lop _Ap_ + _A; + W- _Cp'V; = [0]

This systemof equatlons,when solved,determinesthe optlmal-controlpilot
model.

Finally,as noted previously,Hess has foundthatwhen the welghtings
on the state and control(i.e.,Q anf R) in the pilot'sobjectivefunction
are appropriatelyselected,the resultingmagnitudeof the pilotsobjective
function,after solvingfor the pilotmodel,is stronglycorrelatedwith the
pilot'sratingof the vehicleand task. If the pilotratingis givenin the
Cooper-Harpersystem,the relationis

Pilot Rating (PR) = 2.53 tn (10 Op) + 0.28

Now, through this relation and the solution of the pilot model above, we now
have not only a pilot-control model but a prediction of the pilot's rating of
the dynamic system.

! AugmentationSynthesis Method iIn the determination of the pilot model parameters above, we have ex-

pressed the systemdynamicsin terms of the matricesAo and Bp. However, i
i since the augmentation has not been defined, the augmehtedplant, Ap and

! Bp tS as yet unknown.
Consider the un-augmentedplant dynamics to be described by

i where,as before,x is the systemstatevectorand w is the samedisturbance

vector. However,A and B are now the un-augmentedsystemmatrices,and Q is
the controlinputvector. Now, the totalcontrolinputto the plantwill in-

clude pilot input, Op, plus augmentation input, uSAS' or

i, u " Up + USAS
Further,.from the.pilot model, we knowthat although the feedback gains

_i (e.g.,G IKp.,G-IKp4)have not been determined,the pilot'scontrolInput

tn expresslbe as
_. _. " -G'IK._ - G'IK._. (3)

v "3 _4 v
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^

Now,the estimateof the state,x, can be expressedin termsof the true
stateplussome estimationerror,}, or

= _
X=X+E

I ._,p

i By treatingthis erroras anotherdisturbance,Wp, we can write the pilot's
i ,. control equat'ton as

- .G-I Kp3 G"1lp4Gp= R- _ +_! P P

) (Note,the disturbanceterm,_p, can alsoincludethe pilot'sremnantas

I well.) Combiningthis relationwith the plantdynamicand pilote_uatlons• we have

: ........_........_, " + (4)
, X = LG_.IK , .G'IK | USAS

L %

" [_
where x = col ,_p].

We now may proceedto determinean objectivefunctionfor determining

i USAS'

Fromthe correlationbetweenpilot ratingand the pilot'sobjective i
functionwe clearlysee thatthe best (i.e. lowest)pilot ratingimplies

the lowestpilotobjectivefunction. Therefore,for optimumpilotrating, i
the controlOSa_ shouldbe chosento minimizeJ. as definedin the pilot
ratingmethod._ (Thismethoddefinesthe s_ateand controlweights,
Q and R, as the inverseof the maximumallowabledeviationsin the variables !
as perceivedby the pilot.) Finally,to precludeinfiniteaugmentation
gains,we must also penalizeaugmentationcontrolenergy. Therefore,the
augmentationis chosento minimize

T

+ E {llm_lOT_uSAS F'uSAs dr}
JSAS= Jp

or

T . ,

/0 " " " "JSAS= E {ltm (9'QY + _R_p + UpGUp+ u_AsFUsAs)dt}_ T_

and Q, R, and G are as chosenin the pilot'sobjectivefunction,Op.

Thismay be writtenas

21P
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4,

JSAS : E {limI / (_,p_+ G_AsF_sAs)dt}
T_ 0

where

I "1..... K;G'IK° I R �K. ..
L -4 "3 : "4 P4J

and instead of Equation 3 being substituted for up in the above JSAS, we have

invokeda sortof separationprincipleand substitutedthe relation i

• _G-1KP3 G"1KP4UpUp = X " - ,i!

l
The justificationfor this relationbeingused lies in the factthatwe wish
to synthesizethe augmentationbasedon how the pilotis tryingto perform
the controlfunctionratherthanon how the pilotis capableof doingso.

With thisobjectivefunctionand the systemdynamicsgiven in Equation4,

the problemis now statedin conventionalform,except_P3 and Kp_ are as yetundeterminedof course. If we assume,for example,ful state4 feedback,
, the solutionof this problemis knownto be

. . O]KsAs_U_As =-F I[B' :t

or "

!_ "- KSAS1 F"lB'KSAS2Up
U_AS -F"1B' R -=

where

- g

l KS_S -- ............. _

_' is the solutionto the Rlccatlequation

F ' q
G TKP3 -G'IK KSAS " KSAs "T "G'iL 3' 4J _-

- P + KSAs [B' ,IO] = SAS (5) :;.:
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Wesee tn this expression that the solution for KSAS obviously depends
on K, (or Ko. and Kp,). Returning to the Rtccatt equation for the ptlot
gatnr(Equatten 2), w_ also see that that equation depends in turn on the
SASgains (or KSAS)since the ptlot Rtccatt equation tnvolves the augmented
plant matrices Ap and Sp. As a result of the SASdesign procedure_ust pre-
sented, we now knowt however, the SASstructure. Returning to the ptlot
model, we may now include thts SASstructure specifically, so that Ap and Bp

' {as in Equation 1) may in fact be expressed as

Ap = A - BF'IB'Ki SAS1
' )

and Bp = B(! - F'IB'KsAs2)

Substituting these expressions in the pilot Riccati equation yields two
coupled Riccati equations, one for the ptlot gains, Equation 2, and one for
the SASgains, Equation 5. These may be solved simultaneously for KSAS and
Ke by integrating both equations backward. Note that this solutton does not
Jhvolve a two-point-boundary-value problem. The system is represented in
Figure 1.

A Simple Numerical Example

Considera stmple trackingtaskwith the controlledelement(plant)dy-
namicsconsidered tn Ref. 11,

e(s)/6(s) = K/s2, K = 11,7

The commandsignal, ec, is white noise, w, passed through the ftlter

ec(S)/W(s) = 3.67/(s 2 + 3s + 2.25)

2
and E(w) = O, aw = 1.0

If we definethe statevectoras x = co1(ec,_c,e,_),we havethe plant

• Ax + 86 + 3.67w

where

-o i o 6

-2,25 -3. 0 0
A"

' 0 0 0 I)

'. .0 0 0 0

B'. [o,o,0,11.7]
214

i9790074i7-21 '





For thts system, error and error rate are perceived by the ptlot or

-IClc-I°-',.o..,°1
The performance tndex, chosenconsistent wtth Hess's rattng hypothesis ts

T

T-_ 0

-I
and g ts chosento yield a neuromuscularlag, l/z N = G KpA= 10., or TN =
0.1 seconds. Unagumented,the ptlot Rtccatt equations are_solved wtth the
following norse statfsttcs (humanlimitations)
1) Equal attention allocation between error and error rate.
2) Observation thresholds on error and error rate = O.5(untts of display

displacement.)
3) Sensor notse, (Vv)H/[(Y_) = -20dB i=1,2

Hotor noise, (Vu_/_(uc) = -20db, where Uc= -G KP3X
Z -

5) Observation delay, z = 0.1 seconds
The "piloted" system performance is given tn the following table.

Table 1, Un-augmentedSystem Performance

(ec -e) rms 6p rms Jp P.R.
1.17 T.O0 1.39

*Thts ptlot rattng has been vertfted by experiment

Assumtngfull-state feedback, the augmentation control law ts

6SAS = -Kle c - K2oc - K3o - K4_ - K66P

The SASobjective function ts
T

JSAS= Jp + E {1tm1_0 f6_AS dr}T_

so the ptloted plant, lnc|udtn9 augmentation wtl1 be

x = ApX+ Bp_p+ 3.67_

where!

t
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ro 1. o o -

-2.25 -3. 0 0
Ap =

0 0 0 1.

-11.7K 1 -11.7K 2 -11.7K3 -11.7K4

8_ = [0,0,0,11.7(1-K_)]

Solving the ptlot and SASRtccatt equations simultaneously, and then de-
termining ptloted system performance as before ytelds the results given
in the following table.

Table 2 AugmentedSystem Performance

i (ec _._.._._ P.R.*____._*_f - e) rms 6p rms Je___**
i 100.0 1.10 0.89 1.21 6.6
; 10.0 0.79 0.61 0.62 4.9
_ 1.0 0.38 0.35 0.15 1.3

i * Note thlsIs the numerlcalvalueof the pilot'sobjectivefunction,
not JSAS. JP'

Predicted pilot rating based on Jp.
i

The augmentation gains, K1 - K4 and K_, for the three cases above are given i
tn Table 3, along with the augmentedplant etgenvalues.

Table 3 Augmentation Gains

K1 K-_2 K__3 K.._.4 K5 Plant EJgenvalues*

100.0 -.oog -.002 .009 .003 .004 -.017_.331J

10. -.078 -.016 .084 .024 .036 -.1.42_.982J

1. -.513 -.090 .542 .130 .155 -.758_2.40J

* Not Including noise filter eigenvalues of course.

Summar_

In summary,we have cited the flight-dynamic and control problems of
non-conventional flight vehicles (V/STOLand CCV) due to the complexity of
augmentation _'equtred and the lack of handltng qualities objectives. We
have presented a methodology intended to be suttable for this type of pro-
blem. The method uses an opttmal control pilot model, not only to predict
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piloted performance but pllot rating as we11. With the optimal-control model
structure, we were able to formulate the augmentation synthesis problem as
an optimal control problem with the parameters in plant matrices depending
on the pilot model, and vice versa. This necessitates simultaneous solution
of the two (pllot and augmentation) problems. Wehave included the form of
the solution under the assumption of full-state variable feedback and no
measurementnoise, and a slmple numerical example.

The first extension to be addressed wlll be the solution for the case of "
limited state feedback. This case is actually closer to pure plant augmen-
tation than the case addressed here. In our solutlon, and in the example, we
have closed the tracking loop, and pure plant augmentation would only feed
back plant states. However, the primary purpose of our discussion here was
to provide the problem structure which would be unchangedregardless of aug-
mentati_n approach.

Further extensions will also tnclude the cases with state estimation,
with and without measurementnoise. Also, the necessity of pre-_untng the i
pilot model w111 be investigated.
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W.H. Fanlkner

Northrop Corporation
Aircraft Group

Hawthorne, California

ABSTRACT

A new approach to flying qualities specification and evaluation is presented
which coordinates current research in the areas of pilot ratings, pilot-aircraft
modeling techniques, and simulation and flight test procedures. A time-domaln pilot
model is described which can model discontinuous and nonlinear pilot behavior in
conjunction with completely general time-varying nonlinear aircraft models to simu-
late discrete manuevers. This pilot-aircraft model is applied to an existing set of
In-fllght simulation data, and calculates tracking error and tlme-on-target statistics
for step target tracking that directly relate to the reported pilot comments and ratings.
Predicted step target tracking data for eighteen F-SE flight eondltions are presented,
and the use of the method for control system design is demonstrated using the YF-I'/.

INTRODUCTION

Pilot ratings and pilot comments often refer to two basic kinds of evaluation:

1) Howwell can the aircraft be made to perform?

2) How hard is the task to carry out? :/_

Since these two questions are asked simultaneously by the Cooper-llarper

decision tree employed by the pilot in assigning a rating, performance nnd pilot work-

Inad are combined into a single scalar quantity, the rating. Pilot rating prediction

formulas have been developed that weight normalized statistical performance, usu_lly
an rms tracking error, along with an assumed correlate of pilot workload, such as the

pilot lead compensation constant. Although these methods have correlated welt with

steady state tracking data, the predictive and practical aspects of this apprtmch have

yet to be demonstrated, especially in view of the simplifications required in task

descriptions and system models. One basic problem with these approaches is that

pilot model parameters of teed, reserve attention as defined by additional task

221
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requirements on the pilot, or other identifiable pilot characteristics are difficult to

i relate quantitativelyto pilot comments. Furthermore, the limitation of pilot model

; analysis to steady state statistics of a llnearlzed pi!ot-alrcraft model precludes analysis

' of discrete flight test maneuvers such as wind-up turns and step target tracking,

Furthermore, as the control character!silos ofadvanced tactical alrcraR depend

increasingly less on the dynamics of the bare wmugmented airframe, the existing rela-

i lions of handlingqualities evaluation parameters to airframe dynamics becomeless
reliable. Since mostflying qualities evaluationandspecification methodsdependupon

this correlation between airframe parameters and pilot ratings, there are now serious

deficiencies in existing design criteria. MIL-F-S785B, Millta,7 Specification, Flying

Qualities of Piloted Airplanes, Reference I. p_ssnts boundaries of acceptance in terms

of such qmmtltles as short period frequency and damping. These criteria have been

obta Inedthrough operational experience with large numbers ofpast and current aircraft.

and present values of airframe parsms'srs that correlate with pilot ratings.

References 2 and3 presenta simple anddirect methodfor evaluettngthe per-

formance of a tactical aircraft performing a discrete step target tracking maneuver.

This approachcalculates tracking error andtime-on-target statistins for step target

tracking in a way that is directly related to bothpilot ratings andcomments, As an

illustration of this tschnique, the definitive in-flight simulation study of longitudinal fly-

ingqualities, performed by Heal andSmith, Reference 4, was analyzed in terms of step
target tracking.

Theob|ectlve of this paper is to summrize Referencesg and3 andto present

hirther details andapplioatimlsof this flyir_ qualities predictionandevaluation method

by demonstrating YF-I7 control system design improvement.

DISCRETE AND STEADY-STATE TRACKIN.O

Much analysls of closed loop piloted tracking has been published for random

steady-state tracking _sks. TI_u studies, References8 and6, for example, have

demonstrated that pilot models are useful in the prediction of tracking perfornumce of

continuousr.ndom trackingtanks, and success Ires been achieved in correlating model

parameters withpilot opinion ratingsobtained from flight simulations, ReferenceT.

However, in actuel flight situations, the pilot is also fSoodwith the task of per-

forming quick corrections to flight path or attitude errors. The ability of an aircraft

1979007417-211



to respond well to such discrete corrections in a short tracking time is therefore of

great importance to flying qualities analysis. This is partiouiarly true in target track-lag where the target must first be acquired and then precisely tracked.

It is clear that the objectives of quick initial response and precise tracking once

the target is acquired are to some degree opposed. If the pilot pulls the airplane toward

the target too rapidly, unwanted overshoot and oscillation about the target may result.

On the other hand, pulling too slowly to the target may lead to steady tracking bat with

a penalty of unacce_ably slow target acquisition. The ability to investigate this cons-

promise and predict how well the overall task can be achieved for a given aircraft is , ,,

the primary advantage of using tlme-domaln pilot models to investigate step target

tracking.

Consider a target that anddently appears above steady-state trim pitch for the

tracking aircraft. The pilot sees the target and initiates a pull-up. At some point, say

_) seconds into the maneuver, he will possibly chanl_e the nature of his control to initiate
i

precision tracking and reduce steady-state errors. By repeatedly flying this maneuver.

he will learn Just how much he can force a quick inltia! response without producing over- _

shoot and oscillation. The performance of this step target trecking task can then be
¢

measured by rms tracking error and time-on-target for a given pipper size and tots!

trscking time.

The Northrop tim-domain pilot model. Reference 3, is set up to perform this

trsckin_ task in Just the way the pilot does it as described above. This is shown in _

Figure I. There will be two forms for the pilot compensation elevator command 45e: _
one which provides the initial target acquisition, and the other after time D has passed

which controls final precision tracking and eliminates steady state errors. These are _

of the form= i_

.c__quirrmN

TIIACKING

tim@ _ b. _o_. IDclsy T) t• e(ti �""Co(t) �KIC#e(s) d
0
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ACQUIRETARGET TRACKTARGET
i

I
STEPTARGET |

COMMANDt_¢ | _ """"
'_ I -4-qb ,= | m ,-- PIPPEROIAMETER ,

! ' T
!
|
!

0 , I ._
o D

TIME_SEC)

Figure 1. Definition of Step Target Tracking Task

where 0e is pitch angle tracking error and the subscripts I and F refer to initial

acquisition and final tracking, respectively. The KIC term represents a pilot's

avoidance of steady state error by means of integral control. A pilot delay of

•r = 0.3 sec will be used.

The following quantities must be adjusted in order to perform a simulation of this

step tracking task for the evaluation of a given aircraft configuration:

Kp F, TL F'KPl, ZLi, D, KIC

This adjustment is performed using an optimization principle. For the analysis of

step target tracking, it will be assumed that the pilot optimizes time-on-target and

that this leads to the best compromise of rapid target acquisition and steadiness of

target tracking, The adjustment rule for the pilot model is thus: choose the param-

eters any way that leads to maximum time-on-target.

PILOT -- AIRCRAFT ANALYSIS OF LONGITUDINAL STEP TARGET TRACKING

One of the most familiar and widely employed guides to longitudinal flying qualities

is the data obtained by Neal and Smith of Cornell Aeronautical Laboratory during an

in-flight simulation sponsored by the Air Force Flight Dynamics Laboratory in 1970. ,

_ The test matrix included variations in short period frequency, damping, and control

v

224

1979007417-220



system parameters. Flight test evaluation included pitch angle tracking of both random

and step commands, The reported pilot ratings and pilot comments cover stick forces,

predictability of response, attitude conttx)l/tracking capability, normal acceleration con-

trol, effects of random disturbances, and IFR problems. Most pilot comments deal with ..-,

initial response ("predictability of response") or precision attitude tracking control

("attitude control/tracking capabilitytt).

Forty-two configurations, Series 1 through 7, were calculated and presented in

Reference 3. A pipper diameter of 0.005 radian, a step size of 0.2 radlan, and a total

tracking time of 5 seconds were adopted. Since the system was linear, any choice of

step and pipper size that preserves the 40 to 1 ratio will lead to the same time-on-

target and normalized rms #e statistics.

Figure 9. shows the calculated step tracking response of one of the better configur-

ations surveyed, _C, which was given a rating of PR = 1.5. In this case, the rapid

acquisition of the target leads to low rms 0e, while the steadiness of the precision
tracking, results in large time-on-target. On the other hand, Figure 3 shows a poor

i configuration, 1F (PR = 8), that has sluggish response indicated by high rmse e. Even
wc_'se Is the Inability of this configuration to settle out on the target, so that tlme-on-

I target is mostly achieved during target crossings. Other configurations show a wide

t 0.4 !ACOU#RES TARGET STEADY ON :_
e RAPIDLY - LOW

_ / TARGET - LARGE

(RAD) RMS 0 e TIME-ON-TARGET _

I 'o I I I I.
0 1 2 3 4 5

TIME (SEC)

Kpi - 70.0 KpF = 65.0 TOT ,-- 2.80

TLI -.05 TLF = 0 RMS_ e = ,32

O .5 KIC = 0 PR = 1.5

Figure 9.. Configuration '/C Step Tracking Response
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, O.2 . .-_"--P""___ _

o I l I I
0 1 2 3 4 5 !

TIME(SEC) !Kpi = 4.6 KpF = 7.0 TOT = .4

= .2 TLF = .5 RMS0e = .47TLI

D = 1.5 KIC = 0 PR = 8.0

Figure 3. Configuration 1F Step Tracking Response

range of specific handling qualities problems; aircraft that exhibit great overshoot and

others whose steady-state error is difficult to overcome, even with the use of the

integral control compensation.

The primary objective of the flying qualities specifications, called out in

MIL-F-8785B, is to establish numerical criteria that define levels of performance in

terms of pilot ratings: Level 1 -- PR 1-3.5, Level 2 -- PR 3.5-6. 5, and Level 3 -- PR

6.5-9.5.

It Is useful to examine the correlations of the rms 0e and time-on-target data

calculated for the Neal and Smith configurations with pilot :ratings. The rms 0e data

are presented in Figure 4. The expected result of increasing pilot rating number with

increasing rms 9e is clearly shown. However, if an attempt is made to draw - specifi-

cation boundary as a vertical line at some rms ee value, in ._rder to specify the per-
formance in Level 1 or 2, the result is that no lines can be drawn that do not also in-

clude many points from the wrong levels. This failure of rma 0e to correlate with
pilot ratings sufficiently well for specification purposes has been frequently noted.

From the description of the piloted task, it is clear that the rms 0e statistic is inci-

dental, time-on-target being the primary performancemeasure. If calculated time-

on-target is plotted against pilot ratings, there is again a strong correlation, as shown

in Figure 5. Unfortunately, this correlation is even less able to £urnish specification

boundaries than the rms 0e vs pilot rating data.
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COl{RELATION OF STEP TARGET DATA WITH NEAL-SMIT]!

PILOT RATINGS

Front tile above it is clear that the single performance parameters rms Oe or _.

time-on-target _tre not sufficient to specify acceptable performmice of the Neal and

Smith configurations. If one considers that the pilot might trade rmse e and time-on-

target against one another in generating his pilot rating, these statistics become morc

useful° To see how this trade-off may take place, normalized rms Oe is plotted versus

time-on-target with tile point indicated by tile minimum pilot rating given by a test pilot

during tile in-flight sinmlation. This is shown in Figure 6 along with apparent boun-

daries that neatly separate the regions of Levels 1, 2, and 3. With the exception of

seven points out of forty-two, all configurations lie in regions bounded by apparent

f curves that illustrate the trade-off between the two performance measures. These
curves show, for example, that a pilot will tolerate more sluggish response in a give.

_. 0.55 -
e.

fl LEVEL 3

0.5( -

i, _ .//@_ LEVEL,

o,0 z/ ®
_.° " // ® _[] LEVEr1

o.35- I ,_ _ I_1

A 22_1

0'25 0 _ 0].5 ' !0 TIMll :ON_T21.AORGET21:EC 31,0 315 '4!0

Figure 6. Pilot Rati.gs as Functions of rmse e and Time-On-Target
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1
Level if the resu|ting time-on-target is especially good, and oonversely. Since the

parameters rms 0 e and time-on-target correlate with pilot ratings obtained daring a

flight test program that examined various tracking tasks, the representation of target

tracking by the step target appears to be justified.

i VALIDATION OF THE STEP TARGET METHOD USING THE F-5E AIRCRAFTFurther validation of the method was obtained by comparing F-SE aircraft with

and without control augmentation at nine flight conditions representative of the primary

Full data is given in Reference 3 from which the examples 1maneuvering envelope.

shown in Figures 7 and 8 are drawn.

Comparison in Reference 3 of the step tracking responses for each flight condi-

tion with and without augmenter shows the importance of proper augmentation for good

tracking response, In the augmented cases, the initial response is faster as reflected

in the rms tracking error statistic, white the better damped dynamics lead to larger 1

time-on-target values. To demonstrate the validity of the boundaries shown in Fig-

ure 6 based on the Neal-SmJth data, the F-SE response data is plotted on these

boundaries in Figure 9, Since the augmented F-SE has good Level 1 flying qualities, _

while the unaugmented aircraft may or may not meet Level 1 criteria, the Level 1- i

Level 2 boundary is consistent with the F-5E data. In this way, not only do the data of

Figure 9 show the gradient direction of improving performance which characterized ti_e

NeaI-Smith data, but the actual suggested boundary position is consistent as welt,

0.4 - !

.IRAD)

i.

0 [ l I t I .1
0 1 2 3 4 5

TIME(SECI

Kpi = - .49 Kor: " - .6 TOT = 2.25

t' TLI = ,3 TLF = .2 RMS0e =, .31

D = ,B KIC = .06 AUGMENTER

Figure 7. F-SE Case 4 Step T_rget Tracking Response
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Figure 8. F-5E Case 4 Step Target Tracking Response
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YF-I'/CONTROL IMPROVEMENT DESIGN EXAMPLE

Recently, the step target method was used to evaluate and study possible control

configuration improvement of the YF-17 aircraft. The baseline aircraft was designed to ... -

meet the NeaI-Smith flight control criteria, but a multi-parameter perturbation of con-

trol constants has led to improvements in predicted tracking performance. Flight

simulations are now planned to verify these predictions, which involved only small changes

in control parameters.

The predicted improvements are shown for a number of flight conditions in Figure "

10. Time-on-target anti rms tracking error are plotted against the boundaries shown in

Figures 6 and 9. The tail of each arrow represents the baseline YF-17 as flight tested,

and the head shows the predicted response of the aircraft with the modified control _

design. It is clear that these small changes in the control parameters have produced

substantial improvements in the predicted tracking performance. It should also be ._

pointed out that these calculations were performed usingthe _11 nonlinear YF-17 air- 1

craft and control descriptions.

0,50 i

i
i

o.4s - !

,

0.40 - LEVEL 2 ,_
_ =,,=, = '_ g'D ='=''_ m

_,_,s LEVEL 1
RMS 8 e _j, ,_

0.35 - / ... _"_b___,.

I
0.30 -

o125 • I I I t I I I
0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

TIME ONTARGET

["ig_n'e 10. Predicted Improvement of Baseline YF-17
Step Target Tracking
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The tracking improvements shown in Figure 10 were calculated using the same

modified control parameters in each case. The most striking of the time-on-target

improvements is seen by comparing the baseline step response shown in Figure 11 with

the modified performance shown in Figure 12. The flight condition for this case is

Mach 0.6 at sea level.

.,A

0.4-

e
(RAD)

0.2--

o I I I I
0 1 2 3 4 5

TIME(SEC)

Figure 11. Step Target Tracking Response of BaseLine YF-17

0.4 --

8
(RAD)

0.2-

f
o / I I I I J

0 1 2 3 4 5
TIME (SEC)

Figure 12. Step Target Tracking Response of Modified YF-I?

232
1

1979007417-228



SPECIFICATION OF AIR-TO-AIR TRACKING PERFORMANCE

The success of the step target tracking prediction method allows the following sug-

gestions for tracking performance specification. For a specification to he a useful,

discriminating, and fair criterion for tactical aircraft procurement, the following

items must be satisfied:

I) The specification item must be numerical.

2) The specification item must correlate with pilot comments and pilot ratings.

3) The specification item must be easily measured in flight test or flight

simulation.

4) The specification item must be reliably pre,".:table by analytical means for

use in early design and development, ..oatlon.

5) The method that predicts the specification item must be applicable in a

completely standardized form that evaluates the most general models of

the candidate aircraft available.

•6) The specification item must be valid for all current acceptable aircraft, and

must exclude poor or unacceptable aircraft.

Unfortunately, these six requirements for mi!itat7 specification criteria have

not all been met by any steady-state approach to the precision tracking problem.

However, the transient method of step target tracking potentially satisfies these

items. In particular, the step target method has the following characteristics that

correspond to the requirements listed'above:

I) The step target method is based on the numerlca! measures of rms

tracking error and time-on-target as shown in Figure 6.

2) The two measures correspond with pilot comments in"the following way:

rms tracking e_rror: Quickness of response and over-

i shoot charaeterlstics

i time-on-target: Steadiness on target and precision •t tracking characteristics

In addition, these two measures strongly correlate with pilot ratings

obtalued by Neal and Smith.
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3) The use of step target tracking is already an established flight test pro-

cedure. It is completely standardized and easily tested.

4) The step target response is easily predicted for longitudinal step target

tracking, and the extension to multlaxis target tracking is straightforward.

5) The method can be used with all representations of candidate aircraft from

linear to full nonlinear equations.

6) The method clearly establishes performance boundaries for the NeaI-Smlth

and F-5E aircraft. The only remaining requirement for MIL-F-8785B in-

clusion is further validation by current advanced tactical aircraft.

FINAL REMARKS

Pilot ratings have been successfully correlated with regions in the two-dimensional

space having calculated rms tracking error and time-on-target coordinates for the

in-flight simulation data obtained by Neal and Smith. This shows the generality,

versatility, and practicality of time-domain pilot models. By demonstrating analytically

the tradeoff between target acquisition and precise tracking for a short tracking period,

the interrelationships of pilot ratings, the dynamics of pilot control compensation, and

discrete maneuver flight test procedures are made clear. Validation by F-5E aircraft

and a control improvement design study of the YF-17 further demonstrate the use and

practicality of the method, it is expected that future research into multiaxls step tar-

get tracking will yield similar correlations with flight test data. In the meantime, the

time-domain pilot model can be readily used to evaluate a wide variety of continuous and

discrete tasks encountered in the flying qualit los of modern high performance aircraft.
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ANALYSIS OF A VTOL HOVERTASK b_TH PREDICTORDISPLAYS ,
USING AN OPTIMALCONTROl.MODEl.OF THE HUMANOPERATOR"

Gunnar ,'ohannsen ts and T. OovindaraJ

Department of Heohante81 and Industrial Er_tneertn&
Coordinated Science Laboratory

University of Illinois
Urbana Illtnot.- 61801

I SU_R_ :

The Influence of different types of predictor displays in a
longitudinal VTOL hover task is analyzed In a theoretical study. It has been

: assumed that pitch angle and position wtll be presented to the pilot in
separate displays namely the a:,ttfiolal horizon and a position display. The
predictive lnt'ormatl_ t_ calculated by means of a Taylor series. The Future

: pitoh angle is extrapolated 0.7s ahead and displayed as an additional bar,
whereas the positlon Ls displayed as an extrapolated path element. This path
element is approximated by three straight line 8eEment_, i.e., three future
poaLti_ values are oaloulated with the end point beinB 2.08 ahead.

From earlier experimenter1 studies It L.- well known that preoLotor
displays Improve human and system performance and result in reduced human
workload. In this study, the optimal oontrol node1 18 used to prove this
effect theoretloally. The status and predictive quantities are considered as
separate observed variables. The Taylor series ooefflolents are inoorporated
in the observation matrix. Also, rate lnformatlc_ inoluded in the movement
of the position and pitch angle indloatlon is represented.

Several oases with dift'ering amounts of predlotive and rate
lnformatt_ are oompared. The result8 show the exPeoted improvements in
human and system performance In terms of RH_-values. The strongest tnfluenoe
18 oaused by the Indication of the extrapolated path elementp espeolally the i
end point. Computed cost 8radlents and fraot!ons of attention _how the
relative Importance of the Lndl_ldual pieoes of displayed information. An
optimization of the attention allocation shows a further lmprove_nt In ,_
system perfomanoe in all oases.

• This work was supported in part by the National Aeronautics and Space
Administration under NASA-AmesGrant NAG-2119.

ee Pemanent Address: Research Institute For Hu_n £n&lneerlnB(gAT) _
D-5309 Meekenhelu, F. R. Germany
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I Introduot ion

Predictor aisplays have been investigated intensively in laboratory

simulations [I]-[5]. It has been found that they improve human and system

performance and result in reduced human workload• More recently, predictor
displays have been receiving increasing attention (see, e.g., [6]) because

the technology of computer graphics has reached a high standard [7] which

allows one to implement these displays more easily in real man-machine
systems.

During the last few years, an optimal control model of the human

operator (see, e g., [8], [9]) has been applied as a unified methodology for
analytical display design and evaluation [10]-[ 13]. Attitude/director

indicator and flight director displays have been considered as examples.

This paper is a contribution to such an analytical display design and

evaluation procedure • Different types of predictor displays in a
longitudinal VTOL hover task are analyzed theoretically by means of the

optimal control model of the human operator. Rather than fitting

experimental data, the purpose here is to calculate the expected human and
system performance with different display designs• These results are

validated by intuitive reasoning by considering earlier experimental results

In the next section, the VTOL hover task is described. The assumed

predictor-display layout is explained in Section III. Section IV gives a

brief overview of the optimal control model and emphasizes specific

considerations for applying this model to the utilization of predictor
displays. Finally, the results of a case study are discussed in Section V

II Description of the VTOL hover Task !,

The task chosen in this paper concerns the longitudinal motion of a
hovering VTOL aircraft. Fop comparison purposes the task is the same as

that in [14] which since then has also been considered in other papers, i
e g ,[15], [16]

--o _ IVTOL I Longitudinal

]_,,IYo,,_yo,,l-O_ Aircraft Position,x
:-x _ _'8 L._ J Hover Pitch _ _-

I JM°de' Attitude'i "_I InnerLoop
Outer Loop

i

Figure I: Series Loop Model t'orYilot i
Longitudinal Control in Hover (afro._ [15])
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Figure I shows a possible structure of thls man-machine system, assuming a
series loop model for the pilot in which his behavior is represented by the

two transfer functions YPx and Yp#.

The system dynamics of' th'eaircraft are described by the following
equation (see also Figure 2):

:®b 0 0 0 0 0 u 0 wz ',ig _ g
0 0 1 0 0 0 x 0 0

x o Xu-g o o u o o •= + 6 + (I)
c

0 0 0 0 1 0 8 0 0

I _ ..0..0.. 6 q o o
[ _ o o o o o-zoo 6 loo o
;: V

'-x ffi A • x + b'u + w

Equation (1) includes a rlrst cruet lag tilter ;noruer._vin_tl_elongituuinal

gust u_ from a white noise source wI as well as a first order lag with time
consta_ftT6 - 0 01s limiting the control rate of the actuator. The main
reason for the second lag is to extend the state vector in such a way that
the second derivative of the pitch angle is also a component of the state
vector. This is needed for the predictor display as will be sho_n later.

Wl

Im m

g;: '

' 1
-" I

° 0

• _I.LI18ffi I008 + 1008c I
"'----T ..... .,T8:o.ozs

,I-
8C ,,-,o,,_

Figure 2: Block Diagram of the Aircraft Dynamics
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In Equation (_) and Figure 2, g is the gravitational Constant and Xu,

Mu, Mq, M_ are aircraft stability derivatives. Their values are chosen to be
the same as in the nomiral case in [15], namely

_'_ Xu = 0.1s'I,_Mu = 0'.0207 ft'ls "1, Mq = -3"0s "1,= M6 = 0-q31s "2.

Also, the _imul_ted gust is..the same as in [15]. The bandwidth of the gust i

filter is a_b = 0.314 rad.s I and the tins-value of the gust is Ugrm s = 5.14
!

-, ft.s"I, i.e., the variance of the drivir_ white noise is W11 = 16.59.

IIi' Layout of Assumed Predictor Displays

= qwo main techniques have been used for generating predictor displays.

One is the fast-tlme ,model technique [3], [_]; the other one is the

• extrapolation technique [2], [5]. In this paper, the extrapolation techniq,_e

is applied, its advantage is that no model of the aircraft needs to be

implemented and run _repetitively, faster than real tlme, to generate
predictions on the basis of expected control inputs. Instead, the

predlc_ions are calculated by means of a Taylor series on the basis of

present measurable position, rate, and acceleration. The only disadvantage

i _ of this technique is that it might be difficult to generate noise-free
_ acceleration information, if this is not measurable.

The extrapolation technique is used in the present study to predict i
extrapolated longitudinal position x as well as pitch angle e. For position

• x the predicted value is calculated as follows:

2

= x(t)+ _ _(t)+ _ (t) (2) i
XpD(t) x(t + _x) = x T :!

r

The corresponding Taylor series expression for the pitch angle e reads: i

2

(t) = d(t + ) 6 4(t) + %'(t) (3) !PD % = (t)+_u T ii

The Taylor series expressions of Equations (2) and (3) are truncated after
the second derivative terms. This has been found in earlier experimental

studies (see [5]) to be a reasonably good approximation.

It has been assumed, for the lon_itudinal hover task studied here, that _,

the pilot would view displays with predictive information like those shown in

_'Agure 3. The pitch angle and position information is separately indicated

in two displays. The one for the pitch an_le or inner loop of Figure I is

like one dimension of an artificial horizon, whereas the one for the position i
or outer loop of Figure I is presented as a function of time. Similar

displays have been studied experimentally in [5] with similar, system

dynamics, which allows for adopting the following data. A prediction span of
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"_e- O.Ts seems to be appropriate for pitch. For the position, the
indication of an extrapolated path element with a prediction span showing the
range between the actual value and the end point (see Figure 3), i e., _x -
0...2s, has been chosen. The curved extrapolated path element can be
approximated by, e.g., three straight lines as shown in Figure 3. This
reduces the calculation of the path element to that of three points in the

future i.e., (1/3, ?/3, and 1)_'_ ahead. .....

lII_ 8 Actuol_

Reference. Value

1
Figure 3: _isplays wir_iPredictive Information rot I

Indications of Pitch Angle (left) and Position (right)

I IV Application of the Optimal Control Hodel i._
i

In tnis paper the same optimal control model for the human operator has
been applied as in [15] In the block diagram of Figure 4, a distinction has i

been made, however, between influences of display and human
parameters

perceptual abilities oil the observation vector y_t). The human perceptual _
i abilities include (1) estimation in the sense of extracting the first

i derivative of a displayed variable from its movement as well as (2),. perceptual thresholds for the position and rate of displayed variables. For
: this study all thresholds have been assumed to be zero.
! w(t) r ............. - ......... _"...... -! it

- "Human OperatorModel /I I . I

_ _l _P'"' "i Aircraft x_(t) _o(t)l HaUrmc:o_u-' _(t)=C-x-(t) I
Dynamics _:'_:_e- '

_-(t)l -" " " "I I,"°"'' _== I
JControlJ I

i I IDevice I I
'7

r--f- .... , ....... ----_ I
i J J 1 L _+ J-_t(t)j I_(I"r)IKALMANI-Yp(t)ITime I A+ !

_ i I'Z+TNsI _ _'__-_Predict°rMEstimator_ DeIoyT__v_, t, !lI t ........ v__(_t____--_Z_............................ -'-vY_IJ_-

! "_ii_ure q: uptl,Qal Control Hodel for the -'
_L HumanOperator (after [15] and [9])

Par reasons of comparing the results of this paper with those of [15],
the same parameters of the human operator model and the cost functlonal have
been adopted, whereas the aircraft dynamios are those described by Equation
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(1), i.e., having only the yew slight change mentioned before. The cost
functional for optimal control is c

j =+_ + 4002 + _ _2 (4) !
+ I

+ i.e.. a wei&,Jte+_._u.rvf U_e ._'._-a_,.+_uareu v_L.e_+ ot thv position+ x, the pitch

rate q = 0_ and the control rate '_e" The time delay of the human operator" .....
model is T = 0.15s, and the lag time constant of the neuromuscular system is

adjusted to TN _0.1s by an appropriate choice of _in Equation (_), i.e., _ <
= 0.03. The noise-to-slgnal ratio of the motor noise is Pm= -25dB. The:
noise-to-s_nal ratios of the observation noises change in this study.

However for the baseline display format with the+same observation vector y.=

[x,u,e,q.]* as in [15], they are adopted as e1 = e2 = _3 =P" = -20dB.

The described optimal control model +should be able to explain the
improvements of human and system performance which occur when predictor
displays are used. Looking at Figure 3, one can see that :+allstatus and +
predictive information can be described by the following observation vector:

-- _ -- r

x 1 0 0 0 0 0 I

u 0 1 0 0 -0 0 ix

i Xl/3_ l 1/_"x 1/mr2 o o o
I 2/3_ x 2/9_ 2 0 0 0Xz/3PD

y = = (5)
- xpD I _x I/2¢2 0 0 0 _]

o o o o 1 o o

q 0 0 0 0 l 0

0 0 0 0 1 ¢0 1/2¢2PD _ ,_

% V t

_e

i Which can be expressed in terms of position x and pitch angle e as well as
the first and second derivatives of both variables by applying Equations (2)
and (3). The observation vector in Equation (5) considers also rate

! information, namely u = _ and q ffi _ as in the baseline display format,

i thereby combining the two influences of display parameters and humanperceptual abilities of Figure _.
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As the observation vector is normally derived from the state vector, the
vector on the right side or'Equation (5) composed of position x, pitch angle
eand its first and second derivatives has to be expressed in terms of the

state'vector. All these components appear in the systems equation (I) and in
Figure 2, The mathematical descriptlon is:

m
i

i x x 0 1 0 0 0 0 u

.... _ _ o o 1 o o o x

x _, % o x -s o o u
0 0 0 0 0 1 0 0 0

_ o o o o 1 o ,_

_o" ;l _ o M o M M6 6 _

T X

Gr • " _:

_ Taking Equations (5) and (6) together results in the following equation for ,_
,_ the observation vector: _

_: _.= P • T. • x=C_ • x (7)

_. _quatlon (7) shohs _'_a6a _atrlx _.e_t_Oiicati._n_._nece_aary to _ind the
_ observation matrix G, One of t_e two matrices being multlplled, i.e., P,

reflects the display format and the human perceptual abilities, whereas the
other one, i.e., _" contains mainly components of the systems matrix A.

In order to investigate the influence of different amount of predictive
and rate information, a theoretical case study with the optimal control model
has been run. The 13 cases studied differ only in their observation vectors
which are chosen as shown in Table I. Available information is denoted by a
,I" whereas a "0" means that this component of the observation vector is not
present in the correspondingcase.
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Table l

Composition of the Observation Vectors for the Case Study

A B C D E F G H I J K L M
i •

x 1 1 1 1 1 1 1 1 1 1 1 1 1
u 1 0 0 1 1 0 0 1 0 0 1 1 0

Xl/3p D 0 0 0 0 0 0 0 0 0 1 1 1 1
x2/3p D 0 0 0 0 0 0 0 0 0 1 1 1 1
xpD 0 0 0 0 0 0 0 1 1 1 1 1 1

=l i

@ I I I I I 1 I 1 1 I I I I

q 1 1 0 0 1 1 0 1 0 0 1 1 0
i

epD 0 0 0 0 1 1 1 0 0 0 0 1 1

Case L is identical with Equation (5). From this, all others have been

derived by omitting a certain amount of information, i.e., deleting the

corresponding rows in the observation vector and observation matrix.

Cases A, E. C, and D are concerned with the influence of rate

information which has also been investigated in [17]. Case A is the baseline

display format of this study and is the same as in [15]. Cases E, F, and O

consider only predictive pitch information, whereas cases B, I, J, and K
assume only predictive position information, being either only the end point

(H,l) or the complete extrapolated path element (J,K). Finally, cases L, M

include both predictive pitch and position information.

The case study is carried out using the version of the optimal control
model which is described in [18].i This includes an optimization of the

fractions of attention the pilot devotes to the individual pieces of

displayed information. The optimization technique based on the cost

gradients of all pieces of information is described in more detail in [19].

The observation nolse-to-slgnal ratio Pi of the Ith observed variable is.

related to its fraction of attention f! b,,

Pi = Pc
J_

(s)

with _ fl " f
i Cotal

_ere PO is the full attention noise-to-signal ratio, normally -20 db [I0].
Thus the above mentioned noise-to-signal ratios of -20dB for all four

• The authors are grateful to Aerospace Systems, Inc., burlington, Mass., and
killiam C. bellman in particular for furnishing the optimal control model

software.
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observed varlaVles in the baseline display format correspond to a total
attention of 4. The value of 4 is the baseline for full attention and should
not be interpreted as the human operator devoting 4 times his full attention
to the task.

V Results !

! Performance scores have been shown in Figures 5 and 6 for all 13 _ .""
cases, _'hesecorrespond to a total attention of 4, with attention allocation _

i optimized. RMS-longltudinaland pitch errors have been plotted. They arediscussed in some detail here. For both variables, position x and pitch
ar_le e certain trends are apparent. The error is reduced in all cases when
prediction information is presented (cases E-H). 'Inereis an increase in
R_S-errors when the rate information is not available (without prediction ;

_ see cases A-D). !

i_ IL$.

? _ 0.04- _
1.5 -- ;

-]
' --'!,i

I.I" ' i i

•
!: , J ' I : _

1.5- i '

I '

I.| re.m. ,;

,, i D C P E F 6 _ I ,! K L M S _ P E f $ X I J K L a <i

1
Figure 5 : F_S-hor_itudinalErrors Figure 6: RMS-Pitch Errors

r_
(for all 13 Cases with Optimized Attention Allocation)

,., For the longitudinal positlon, the absence of derivative

i information for position and pitch (C) results in about 80_ increase in
RM$-error. When only rate u is removed (B), the error increases by about
50_, whereas the increase is only about 33_ when the pitch rate is absent
(D). Therefore, it is very important that the displays are designed to
easily allow the human operator to make good rate estimates.

Compared with the base llne performance (A), the reduction in RMS-error _
is rather small when only the pitch angle predictor is available (g). The
error is reduced by about 20_. _ith predictor Intormatlon, lack o£ pitch
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i rate does not have much effect (see G vs. F), presumably due to the rate

information contained implicitly, khan rate u is not available (F,G), the

i MS-error is reduced only slightly compared with A even when prediction isavailable for pitch. However. when B and C are compared to F and O
respectively, the error is reduced by 35 to 50_ with the addition of

I ; predlctor information.It is significant to observe that the lack of rate information

does not affect the results when the position predictor display is available.
• This is seen in H and I having nearly equal performance scores. From the

I baseline performance (A), a reduction in RHS-error of _5_about is observed.
It is also important to note that compared to C, the addition of position
prediction alone reduces the error to less than I/3 of its original value.
This is validatec by intuitive reasoning based on earlier experimental
results [5]. _ith the predictor for a two-dimensionalmap display, it was
found that the lap time, i.e., for one circuit of the map, was reduced by
32_.

khen the position predictor is available, all the cases (H-H)
result in about the same RHS-errors. This happens irrespective of whether
the position and pitch rates and the attitude predictor information are
available. _hls confirms our belief that it is more important to employ
predictor display aiding for the slower time constant outer loop. An
unexpected result, however, is the fact that additional intermediate points
of the extrapolated path element (J-H) do not further improve performance.
The most important predictive information seems to be the indication of the
end point of the extrapolated path element.

The trends for the pitch angle error are similar to the

! longitudinal position error, khen all derivative information is removed (C),
the error increases by about 50'_. Absence of u (B) results in a 23_
increase, whereas for the pitch rate (D) the corresponding increase is about

i 305. The order of B and D is reversed with respect to position error, as
could be expected. The pitch angle predictor reduces the error by about I0_i

(E). Loss of pitch rate information is not important when the predictor is
available (G vs. F). These results are in qualitative agreement with
earlier experimental results (5] , where RP_-errors have been improved by
factor of 2-4 with the addition of a predictor for an artificial horizon in a
pure attitude control task. Further reduction in R_-pitch error, by 2_,
occurs when the position predictor display is added (H-H). This is a 50_
reduction compared to the no-derlvatlve case (C). As before, no substantial
difference occurs if the rate information or intermediate points are removed
when the position predictor display is available.
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_igure 7: Optimized Fractions of _ure 8 : Optimized Fractions of 4

Attention for Cases A 5 C D Attention for Cases E F,G H,I

For all 13 casesj the optimized fractions of attention are
plotted in FtKures 7,8, and 9. 'fhe total attention is constant at 4 £or all j
cases, normalized to 1 in the figure, assuming that the human operator will
not increase his effort with additionally displayed information. For each
displayed variable fractions of attention are shown which result in minimum

total cost. _hen rate information is available, the optimum fraction oF

attention required is more (mostly by about 8 to 10 times) For the rate than

for the corresponding displayed variable Itself. i.e., position or pitch
angle (F_ure 7).

_Ith no predlctor, the inner loop (see Figure I) demands more attention
(by about q times more than the outer loop), when rate u Is not available

(cases B C). Wlth the addition oF the predictor, position or pitch or thei_

derivatives require comparatively less attention than the predicted
variables. The predictor requires 3 to 15 times more attention.

Total attention for the position predictor Is about 2 to 3 times
_ greater than that For the pitch predictor (Figure 9). From thls and the

discussions For R_-error8, the importance oF the position predictor
i information is obvious.

It shot_ld be pointed out that For constant total attention, the
i _S-errors are still small even when the information available is limited (

e g., only 3 variables in case I compared to 8 in case L ), as long as the
' position predictor is available. This could be due to less noise in
_: observing what is available and, hence the possibility For better state

estimation, b rom the foregoing discussions it is clear that the rate
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information is h_hly useful when a predictor is not available. Having a
predictor for the low speed outer loop is more Important for performance
since it reduces the Rt_-errors more effectively.

I.| ....

_PD fiFO

|.|-
__ ;

-- t

I u.
: XpID

'_ 0.4.
'+ x2131_

i x+/3m '
Xll}l_ x313113

I._. , Xzl3m

_ xl/3n q -- xll31 _

I q --
,) 0 x I131"I)

d +* L "

tgure 9 : Optimized Fractions or
Attention for Cases J,K,L,M

In P_ure 10, the RHS-values oC position, pitch angle, and control for
different oases with and without rate and predictor information are plotted
corresponding to optimized attention allocation. These cases have been
chosen because the additional indication oC the end point of the extrapolated
path element (5) compared wlth the baseline display Comat (A) results in the
simplest predictor display design vith the maximumperformance tmproveRnt.
Compared with these two oase_: C and I show the inf!usnoe of the olLtted rite
information. The trends discussed earlier are aeon again in Fl_ure 10.

The effects of waryln8 the total attention and optieLtZing the
attention alloeatLon Ire Illustrated for PJ4S-lor_ltudinal errors for the
oases ArC,he and I (Flsure 11). The first _r In each case corresponds to
variable total attention spilt equally a_on8 displays (1 CoP each observed
variable). For the second bar, total attention Is q+ split equally between
the inner loop and the outer loop: and equally among displays In any
particular loop. The remainLns.bar corresponds to a total attention of q,
split optimally. The errors are reduced by 18_ for ease A. For case Co a
reduction of about 30_ occurs when total attention changes from 2 to q.
Optimization reduces this further by only 85. The _ltght Increase of
_S-error In case H Is due to a decrease in total attention from 5 to q.
However, in case I. the Increase In total attention from 3 to q does not :
change the HHS-value. khen attention Is optimized, up to 30_ reduction In
error is obtained.
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_Ii_ure 10: _-values of Flsure 11: _-Longitudinal Errors
Position x, Pitch Angle e, ano For Cases A,C_H,I wlth Variable
Control °. fon and Constant Total Attention.

Casea A,_,H,I with Optimized
Attention Allocation. '

It t8 necessary to point out that the fractions of attention l
obtained may not be the globally optimum values. Uue to the coupling between
Inner and outer loop and the interdependence of prediction and rate
Information (see _'_ure 2 and Equations 2 and 3), different combinations of
Initial conditions lead to different optimal attention allocations with
similar total cost values, This corresponds, however, to the freedom the
human operator has also In ehoosin_ between equally appropriate combinations
of interrelate_ Information. The optimized fractions of attention shown In

this paper s_em to be typical values found with diffe_-ent initial conditions.

V1 Conclusions

Predictors 1:prove man-machine system performance as shown by
the model results of this study. T_is Is consistent with the results
obtained • $., in C5]. The position predictor display t_ more useful In
reducing the _-erroro. _speotally, the end point of the extrapolated path
elewnt has the stronsut Influence. Due to slower dynl_£os _ J.t is possible
that the human _lnds It difficult to infer the lon_!tudlnal position rate
uo_oared to pitch rate.

249

1979007417-244



!I The addition of a predictor might result in reduced workload as

A

_:. evidenced by the 8roller RHS-oontrol movements. The control actions by the
ptJot are guided by the predictor. This could also have an effect on the
internal model because estimation of the states is aided by the predictor
display. The accuracy requirements of the state predictor Implicitly
included in the optimal control node1 of the humanoperator might be relaxed.
The improvement oF state estimation with an even ineoourate internal model
might also be important For monttortnK and supervisory control tasks.
Separate studies are needed to evaluate this effect.

The study shows that the optimal control model t8 suitable Foe
analytical predictor display designs, Using this mathodolo_ it is possible
to investigate the eFFect8 oF certain display parameters, e.g., to Find the
optimal lenKth oF the prediction 8pan. This may allow one to avoid expensive
ran-In-the-loop simulation studies.
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SESSION E: GROUND VEHICLE CONTROL AND DRIVER BEHAVIOR
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SUII_IARY

A hierarchyof strategieswere postulatedto describethe.processof
learningsteeringcontrol. Vehiclemotionand steeringcontroldatawere
recordedfor twelvenoviceswho drovean instrumentedcar twicea week dur-
ing and aftera drivertrainingcourse. Car-driverdescribingfunctionswere
calculated,the probablecontrolstructuredetermined,and the driver-alone '

i transferfunctionmodelled. The data suggestedthat the largestchangesin
steeringcontrolwith learningwere in the way the driverused the lateral
positioncue.

k

: INTRODUCTION
:)

,,)

Variousaspectsof driverbehaviorhave beenstudiedusingmanualcontrol
theory. To date,most, if not all, of this researchhas used experienced _)
drivers. The researchto be describedin this paperused inexperienceddrivers i_
in orderto studythe changesin the driverdescribingfunctionas a novice !
learnsto steera car.

The mathematicalmodel used to describethe driveris the crossovermodel,
describedin ReferenceI. Thoughthe modelwas developedusing single-loop,
compensatorytrackingtasks,it has beensuccessfullyused to describecar
drivingwhere two loopsare involved.The basictenetof the crossovermodel
is thatthe humanadaptsto eachcontrolledelementso that the open loopman-

! machinetransferfunctionalwayshas the form:

: Yp(jW)Yc(JW)= Wce'JW_ (1)
jw

*Work sponsoredby the NationalResearchCouncilof Canadaand drawn from
i principalauthor'sPh.D.disserta:tioncompletedat the U. of Waterloo,Canada.
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wherewc is the systemcrossoverfrequency,and • is the effectivetimedelay !

(incorporatingdelaysdue both to the operatorand the controldevice),Yp I

is the operatordescribingfunction,Yc is the transferfunctiondescribing I
the controldevice dynamics,and jw is the complexfrequencyvariable.

.

Weir and McRuer(Reference2) appliedthismodel to automobilelane- I-
keepingsteeringtasks in order to determinewhich of the availablevisualcues
wouldyield goodperformancewithoutgreatefforton the partof the driver.
From previousstudieswith the crossovermodel it has been shownthat the human
operatorselectsfrom the possiblecuesor feedbacksthosethatminimizehis/
her equalizationrequirements.In otherwords,the operatorprefersto act as
a simplegain and timedelayratherthanas a singleor doubledifferentiator,
and selectscues so thats/he can do this. The car dynamicsin lateralposi-
tionare such thatthe use of lateralerroras a cue would requirethe operator

to act as a differentiator.(Yp(jW)= jwKe"jwT) fromthe crossovermodel.)
This eliminateslateralerror as a dominantcue for the experienceddriver.
Headingangle and rate,path angleand rate,and time-advancedlateraldevia-
tionwere studied(Reference2) as possiblecues. As headingratecontrol i
allowsa fairlylargelag and producesa high crossoverfrequency,it appears
to be the bestcue to use. As its use is associatedwith high frequencycon-
trolmovements,headingangle (an intermediatefrequencycue) is a more probable
cue in lessdemandingsituations.Controlis unlikelyto be purelydirectional
sincedriftsin lateralpositionwill occurwhich,if uncorrected,may result
in the car goingout of the lane. Therefore,it was suggestedthat a probable
structurefor an experienceddriveris an outer loopcontrollinglateralposi-
tionand an innerloopcontrollingheadingangle or rate. The headingangle
innerloop providesthe path dampingnecessaryfor a stable,well-behaved
closedloopsystem- and therebyavoidsthe necessityof the operatordiffer-
entiatingthe input (whichwoulddifficultbecauseit must be done at low fre-
quenciesas well as high)whichwould be neededto stabilizethe outer loop,
if it were the only loopclosed. Thougha singleloopstructureof timead-
vancedlateraldeviationhad alsobeen suggestedin Reference2, the time ad-
vance (previewtime)necessaryfor sucha controlloopto workwas in the
orderof 5 to lO seconds. Belowthesevaluesthe leadgeneratedby usingpre-
dictedfuturelateraldeviation'wouldnot compensatesufficientlyfor the
inherentlags in the driver/vehiclesystem'. In Reference3 a surveyis
presentedof the researchon estimatedpreviewtimes usedby experienceddri-
vers. Onlywhen the driverviewedthe roadthrougha narrowslitwere preview _
timesin the rangeneededfor good use of timeadvancedlateraldeviationas
a controlloop. This suggeststhat sucha controlloopis an unlikelypossi-
bilityundernormaldrivingconditions.The readermust be cautionedat this i
pointthatstatementsaboutwhich cuesare used in drivingin no way imply
thatthesecuesare directlyperceivedby the driver. For example,the driver
may perceiveheadingangledirectlyor may perceivesomefunctionof heading
angle. Themathematicalanalysiscannotdifferentiatebetweentwo suchdepend-
ent variables.
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• HypothesesAbout Learning Steering Control

Perceptual-motor learning studies, eye movementstudies of novice drivers
and anecdotal information obtained from driver instructors were used to gen-
erate hypotheses about the stages in the learning of steering control. In the
first stage it was postulated that the driver controls lateral position (y),
the most obvious cue. In reference 4 it was shownthrough a study of the eye
movementsof novice drivers that novices tended to look closer in front of the "
vehicle than experienced drivers, suggesting they were looking for lateral
position cues• As was pointed out earlier, lateral position is a difficult
cue to control so this stage was not expected to last long (see Fig. l).

With experience the novice begins to look further ahead of the car. This
is necessary in order to better monitor the environment but also allows the
driver to pick up heading angle ($) movementsmore easily. The car's dynamics

in heading angle (G_w)_are rate dynamics, so that the driver's control may be
modelled by a simple gain and time delay. Thus the secondstage is that the
driver will use heading angle as the dominant cue, but will still control lateral
position directly (astn the first structure), with corrections being made
whena significant lateral position error has accumu]ated. An analogous
strategy was used by subjects in an experiment described in reference 5, where
subjects using an oscilloscope centered a target on crosshatrs by sequentially
pressing twokeys, one causing target acceleration to the right and the other,.
to the left. The response pattern suggested that somesubjects modified their
responseson the basis of feedback i.e. after drifting off target they madea
single, long duration corrective movement,while other subjects, who maintained
a higherrateof respondingand were consistentlybetterin overallperformance, i
used a more efficientstrategy. These lattersubjects'whenthe targetdrifted
off centerto the left...maintaineda high rateof respondingbut at the same
timegraduallyincreasedthe lengthof timethe right keywas activerelative

i to the leftkey,so thatover a seriesof responsesthe targetwas made to
driftback towardsthe center'. Itwas postulatedthatat an intermediate i
stage,learningdriverswould be usinga strategysimilarto Pew's first
groupof subjects,which wouldbe representedbyan alternatingoperationon
lateralpositionand headingangleas shown in Fig. 2.

In the finalstageof learning,it was postulatedthat the driverwould' :i!
beginto use dual loopcontrol,where headingangle is the dominantcue, con-
trolledby an innerloop,and lateralpositionis controlledwith an outer

loop. In thisway lateralpositionWay be controlledby headingangle cor-
i!._ rectionsi.e.usinga simplegain (Yy = Ky) ratherthanhavingto estimate
! rateof changeof lateralposition. The operatorscontrolof headingangle

l

was modelledby a gain,K_, a leadterm (l+ TrJW),and a timedelay

, (e'JWT). (i.e.Y$ = K$(I+ T_ jw)e'JWT). The leadterm is neededto offset
_, a lag in vehicleresponseat higherfrequencies.For the experimentalcar the

,. breakfrequencyof this lag occurredat Tr = 9.4 rad./sec.,thereforethe same
valuewas assumedfor T' when the driver-alonetransferfunctionwas modelled _

r " _

In reference6 itwas shownthat thisstructuresatisfiedthe crossovermodel
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and appeared to provide a reasonable fit to experimental data. Sucha form
of control is analogous to that used by the subjects using the more efficient
stcategy in the experiment described in reference 5.

Theoretical Analysis

The driver-car t,ransfer function for the control structures postulated as
stages in the learning process will now be derived.

Using Fig. 1, the following relationship may be obtained:

Fig. 1. Single-loop_ontrol of lateral pSsi-
tion (6swa-steering wheel angle, 6w-front tire
angle, Gs-steering gain, other definitions in
text)

If each variable is cross-correlated (see reference 7 for a description of
these techniques) with the input disturbance, 6d' the following is obtained:

• ¢_d6w = ¢6d6d ¢_dnGs- ¢6d6wGYwYyGs ^Y* - %d oYGs (3)
The remnant, n, is by definition that part of the drivers output which is un-

correlated with the input, so that ¢6dnmay_ be considered to be zero. Because

6d is such designed so that it is muchlarger than n, ¢6dn will be negligible in

comparisonwith @_d6W and ¢6d6d. Equation (3) is then reduced to:

¢6d_d- O_d6w = YyGsGYw (4)
¢6d_d

For structure 2 this expression is equal to YcGsG_' or YyGsGY depending onW vw
which loop is in use. For the dual-loop structure 3 this expression becomes:

m

,Y

i ¢_d_d G*
6w
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Fig. 2. Parallel loop control of heading angle and lateral position

Fig. 3. Dual loop control of heading angle and lateral position

Thus, no matter which structure the driver is using, the samecross spec- i
tral expression is calcu]:ated to obtain the car-driver transfer function. How-
ever, as will now be shown, the fo_ of the transfer function obtained differs
depending on which structure is in use.

In the firsttwo structures eitherheadingangleor lateralposition
is beingcontrolledat any one time. Thus the first_o structuresare single
controlloopswhich,in the frequencyrangeused in thisstu_, may be expected i
to conformcloselyto the crossovermodel. Therefore,usingequation(1),the i

car-drivertransferwill have the formWce-JW_/jw. When this functionis
plottedon a Bodeplot (amplitudeand phasevs. frequent) the amplitudeslope _
is 20db per frequencydecade(seeFig.4). *_

_N_. _.
IN_ _P--------$r_T_K a The valuesassumedfor the driver's i_

._p,_,sT_lu_tz transferfunctionsin the thirdstructure
•xx were such thatthe car-drivertransfer

_-_.-- functioncouldbemodelled atmid- ando _ highfrequencies(i.e.,nearcrossover

"= i I_"_L _ frequent) _ the crossover model, as in
, I j,. [_ - the first two structures. However,the

I i 'l@ j _o.presenceof the outer loopoperatingon
_, _ _s y, affectsthe expectedamplitudeslopeof the Bodeplot. Using equation(5),
F_¢_. R_b./_c. as frequen_ increases,the ratio

Fig. 4. AmplitudeBode plotof the w/G__ decreasesrapidlyso thatthecar-drlvertransferfunctionfor _ w
structuresl, 2, 3 main effectof the Y' term is at low

Y
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frequencies, where it causes an increase in the amplitude slope as seen in
: Figure 4. Thus structure 3 may be distinguished from structures 1 and 2 by the

presence of an increased slope in the Bodeamplitude plot of the car-driver
transferfunction. Structures1 and 2 must be distinguishedfrom eachother
by more subtle _ues, however. Becauseof the changein operatorrequirements,
a changefromcontrolof lateralpositionto dominantcontrolof headingangle
would resultin a jump in crossoverfreqeuncyand an increasedphaseangleat
low frequencies.(Thedifficultyof generatlngthe low frequencyleadneeded
for lateralpositioncontrolresultsin a pronouncedphasedroop at low freq-
uenciesand a lowercrossoverfrequency.)

The considerationsdiscussedabovewere usedto help determinethe control
structureused by the subjects.

EXPERIMENTALPROCEDURE

Subjects

To testthehypothsesaboutchangesin steeringcontrolwith learning,
twelvenovicedriversparticipatedin an experimentusing an instrumentedcar
overa fiveweek period. The subjectswere all highschoolstudentswho at the
startof the experimentaltest periodwere beginninga threeweek intensive
drivertrainingprogram. Theywere selectedon the basis of havinghad minimal
experienceof driving. Three subjectshad neverdrivena car beforebeingre-
cordeddrivingthe instrumentedcar and the othersubjectshad drivenon at
most fivepreviousoccasions. The subjectswere testedon nine separate
occasionsover the fiveweek period.

Equipment

The instrumentedcar drivenby the subjectswas capableof recording
drivercontrolmeasures,vehiclemotionvariablesand vehiclelaneposition,
and was builtby SystemsTechnologyInc.,Los Angeles,and lentto thisauthor

. by the U.S.NationalllighwayTrafficSafetyAdministration.The car is described
in detailin an STI technicalmanu.al(Kleinet al, 1976). Two featuresof
particularinterest,though,are thdlateral positiondetectorand the servo
control.

""4._.

The lateralpositiondetectorwas developed'bythe Institutefor Perception
in the Netherlands.It consistsof a positiontrahsducerand a controlunit.
The positiontranducerusesa rotatingprismto scanthe intenstiyof reflected
light in a lateralplan acrossthe road and reflectthe lightin a photoam-
plifier. Any markerwhich sufficientlycontrastswith its surroundingsis
takenas being partof the referencelineby the lanetracker. For the exper-
imenta 2.5 inchwide stripwas laiddownas a centerlanemarkerto be picked
up by the positiondetector.

The servocontrolallowsfor applicationof steeringinputsto the front
wheelsindependentlyof the driver'ssteeringinputs. This is accomplishedby
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hooking up an analogue tape recorder containing a taped disturbance which is
played back and p_ssedby meansof an electro-mechanical device through the
steering ltnkage to the front wheels. This provides a meansof measuring the
closed loop dynamic behavior of _he driver by insertion of a knowninput or 1
disturbance function into the loop. The disturbance function used in the
experiment was a sumof nine sinusotds - .377, .503, .754, 1.257, 1.634, 2.765,
4.271, 5.781 and 10.801 rad./sec. Each of these input frequencies has an inte-

gral numberof cycles in a 50 secondrun length. The advantage of using asumof sines input is that while the remnant is spread out over manyfrequencies,
the input is concentrated at discrete frequencies. Thus, at these discetefre,-
quencies, where the driver car-driver transfer function is measured, the remnant
is swampedby that part of the output signal which is correlated with the input,
so that relatively clean estimates of the correlated output are obtained.

The variables recorded during the subject runs were: steering wheel angle,

i fronttireangle,headingangle,lateralacceleration,lateralposition,
forwardvelocityand the disturbancesignalinput.

Procedure

Eachof the twelvesubjectscame to the testsite twicea week for five
Weeks. On the firsttestday it was determinedfromthe firsttwo subjectsthat
the novicescouldmanage, speedof 40 k.p.h. This determinedthe speedwhich

_ was used for all the testruns. Runswere made up and down two markedlaneson
a halfmile stretchof an unusedrunway. In total200 secondsof datawere
collectedfor each subjecton eachOay.

" RESULTS
2

Changesin the Car-Drive_TransferFunctionwith Learning

Table] summarizesthe one factor,repeatedmeasures,analysesof va_i.ance
whichwere carriedout for the amplitudeand phaseangle valuesin the car-driver
transferfunction,usingtwelvesubjectsand nine (treatment)days. Analysis
of the power spectrumof steeringwheel angleshowedthat the driver'sinputat c
frequencies above 2.765 rad./sec, was negligible (< 1%of total input). Also, ,;
at thesefrequenciesthe slgnalto noiseratiois highand thereforethe estl-
mates are lessreliable. Consequentlychangesat the firstsix frequencypoints
(In the disturbancesignalcar-drlvertransferfunction)are of greatestint-
erest.

Table l and Figure5 show thata significantincreasein amplitude
of the car-drivertransferfunctionoccurredover the test periodat the first

fourfreqeuncypoints. However,the amplitudeat the firstfrequencypoint
showedthemostdramaticchange. While the meansof the firsttwo dayswere

_ approximatelyequal,the mean increasedby 40% on the thirdday and fluctuated
_ aboutthisvalue for the lastsix days. As this largeincreasedid not occur

at frequencypointsadjoining.377rad./sec.!a changein slopeof the amplltude
plotof the car-drlvertansferfunctionIs indlcated. When individualsubject
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TABLEI i
SummaryAnovaResults: Amplitude and

Phaseof the Car Driver Transfer Function
Nine (treatment)Days: 12 Subjects

Amplitude Phase

Frequency DifferencesBetweenDays DifferencesBetweenDays
rad./sec. F8,88 (.05Level) F8,8B (.05level) .

.377 2.242;+ Day l < 3-9 1.622

.503 3.158+++Day 1< 5,6,9:Day £ < 9 1.550

.754 4.725., Day 1 < 3-9;Day-2 < 4,9 0.930+++
4.216,..Day 2>5; Day 8>5; Day 9>5-7

1.257 2.651_" Day I< 3-9 8.646;;; I-6 <Day 8,91.634 0.845
2.765 1.607 21.234 Day 1,2<4-9;Day3-6<7-9

levelof significance:+ .05_++ .01_+++ .OOl

plotswere examinedit was foundthat,for halfof the subjects,the amplitude
of the .377rad./sec,pointshoweda sharperincreaseoverthe firstthreedays
thandid the amplitudesat otherfrequencies,while,for the otherhalf,the
whole amplitudeslope increased.As wil) be shown in the sectionon modelling,
an increasein the amplitudeslope,particularlyatlow frequencies,is a result
of the way subjectsused the lateralpositioncue.

When the phaseangle (ofthe car-drivertransferfunction)dropsbelow
-180°, the car-driversystembecomesunstableso that an inputgenerate_an
exponentiallyincreasingoutput. Therefore,largephaseangles(> -180u) are
to be desiredaroundcrossover. (Phaseanglesat frequenciesfurthe_from
crossoverhave littleeffecton systemstability.)Figure6 shows thatat the
frequenciessurroundingthe crossoverthe phaseangle increasesgradually,
thougha littleerratically,betweendays one and nine, indicatingthatthe
subjectsimprovedtheirstabilityof control.

The changesin amplitudeand phaseangleof the car-drlvertransferfunc-
tionover the testperiodwere reflectedin improvedtrackingperformance,
with tHe largestimprovementsoccurringduringthe first threedays.

For all the variablesstudied,the changesthat tookplaceover the last
six dayswere much lessdramatic,and much moreerratic,than thosethat
occurredover the firstthreedays. If measureson day 3 are comparedwith
those for days8 and g, no changesare significant,but the followingtrends
were noted: an increasein the amplitudeof the car-drivertransferfunction
at .503,.754,and 1.275rad./sec.,an increasein phasemargin,and reduced
headingangledeviation.

Modelling the Driver-Alone Describing Function

In the first two structures postulated, the driver adapts to each set
of controlled mechanics in such a manner that the overall car-driver transfer
function has the sameform (see Fig. 4). However, as was noted previously,
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Fig. 6. Phase angle changesaround
' crossover (12 subjects) _,

_ L;.O0

b experimental data shows that a switch

_ _ /,_ from proportional control (i.e., control,.® of lateral position) to rate control
(i.e., control of heading angle) results
in a large improvementin crossover

_.® frequency. Although there was mean
increase in crossover frequency in this

• __ study, from 1.696 to 1.929 rad./sec.,
,.® _--_---_---_--_ the increase was small, occurred grad-

__.___.____._ ,.__. ually,andes statisticallyinsignifi-
) cant. Only two of the twelve subjects ;

o.o ...... , , , , showedlarge changes in crossover fre-
o.o z._o "'_(STOAY"® a® ,o.® quency. Further examination of the data

: suggested that reasons other than a
Fig. 5. Changein amplitude (12 sub- change in control structure were respon-

i jects) s!ble for the increase.

Another factor which aids in deciding uponthe control structure in use
is the percent of high frequency area (%HFA)in the power spectrum of the
steering wheel angle. A car's dynamics are such that at the higher frequencies
it showsa greater response in heading angle than it does in lateral position.
Therefore, a driver whocontrols lateral position most use lower frequency
inputs to get a reasonable responsefrom the car. Consequently, one would
expect that %HFAwould be lower for a driver controlling lateral position than
it would be for a driver controlling heading angle. The data showedthat the
%HFAwas higher rather than lower, though not significantly so, in the first
days of the experiment than in the last. This is another indication that
the subjects were probably not using the first postulated structure where let-
eral position was the primary cue for control.

Thoughthis assumptionwill be used in determining how the driver transfer
functions wtll be modelled, it must be stressed that the structure of a system
with only one input, with which to identify two operator transfer functions,

can only be inferred; it cannot be knownwith certainty.
If the first structur_ can be eliminated as a modeof control, the mod- )+)

elling of the driver-alone transfer function is simplified. ::
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i Let us consider the third control structure. As was discussed previously,

_ the form used for Yy, the driver's operation on functions of lateral position,

! was to be a simple gatn Ky. If the data are fitted to this third structure,
but have, in fact, been generated by the subject's using the second structure,

the term Ky wi11 be zero. Consequently, equation (5) wt11 reduce to an equa-
tion which describes the secondcontrol structure. Consequently the value of , _

Kywill indicate which structure was probably in use. i

The effective driver-alone transfer function for the third structure was
derived by removing G$ , the car's dynamics in heading, and modelled using:

_w

_: Vp = ____._.._.w__,.,_t'lK(l + TI,_)e'JWT[+ Ky _w(jw) ) (5) _!

Y_ Yy

Table 2 showsthe values derived for KS, T, T'r, and Ky for selected _

testdays,averagedover twelvenovicedrivers.(seealsoFigure7). )
!

TABLE2
Parametersfor the Averaged _

EffectiveDriverTransferFunction

Day K_ deg./deg. K; rad./sec. T sec.
1 0.590 0.20 .42
2 0.655 0.20 .42
3 0.595 0.44 .36
6 0.615 0.7! .37
9 0.630 0.82 .25

I_ IS ,(since Tr Tr (= 9.4 rad.lsec,for the test car),Tr Tr was assumed)

K'_= K_Uowhere Uo ts the forward velocity
Discussion of Modelling Results

Bata, from experienced drivers, that (in reference 8) was fitted
to the third control structure show the amplitude fit to be good across all
frequencies measuredand the phase ftt to be best nearest the crossover fre-
quency. Th!s sametype of model fit was obtained with the experimental data.
Goodnessof fit parameters were calculated using the distance from the modelled
to the actual data point, relative to the standard deviation at that point.
For the experimental car, ti0e response lag which is offset by the driver's
use of heading rate (vs. heading angle) begins to have effect at 9.4 rad./sec.
(the break frequency). Thoughl/, r is expected to be approximately equal to
9.4 rad./sec., and because this value is far enoughoutside the measurement
frequency range to have little effect on the model anyway, 9.4 rad./sec, was
used for the value of I/T_ for all days. It is evident from the fit parametersr
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tn Table 2 that the largest changes Occured tn the value of K_. The smller

changes tn the KS parameter |ndtcate that heading angle was controlled tn much

the sameway on the first day as on the last. In contrast, the value of K;
doubled between days two and three, movingwithin the measurementfrequency
range (i.e., > .377 rad./sec.), and doubled again between days three and nine.
Thts change reflects the large tncrease tn the amplitude of the car driver
transfer function at .377 rad./sec, between days two and three. The increases

tn the value of K_ po!nt to the increased control of lateral position as de-
ftned tn the third structure. The phase ftts were so poor that very little
faith can be placed tn the ttme delay values. However, they do confov_nto the
findings of other reasearchers that the time delay decreases w!th learning .,
d(Reference l). A large Improvementtn the model ftt to the phase
ata occurred over the learn|ng period as the low frequency phase droop became

less noticeable (as Illustrated tn Ftg. 7).
i,00

_ CONCLUSIONS

-= r----; . _":::: ....• In summary,though the ftt para-
meters do not indicate a sharp division

_.,.®- between days one and two and day three,

" "'_ "_"_= enoughof a change tn K_ ts indicated
_.., _,_,,, to suggest that on day three and there-

after the drivers' control structure
. bore more resemblance to structure

-_.00 -
., ---*o

_r_-'..._ three, where an outer 10op controlledz ....t" !ateral position, than to structure
" : two, while on days one and two, the

.o.® reverse was true.
Other experimenters, using lab-

""'®_o., T ," '....., , ,#* ,......3 , ;_,_,oratory tracking tasks (Reference 9) '
too rnEo,_./sec. *- have not found changes in strategy

Fig. 7. Effective driver transfer with the learning of tracking control
function, avera9ed over 12 but did note improvementstn gain and.
subjects, days ! and 9 crossover frequency. Using a more

complextracking task, steering a car,
sucha changein strategy was found to occur, as well as the previously noted
changetn gain. Phasemargin rather than crossover frequency was found to
improve wtth learntng indicating that the subjects opted for a_. improvement
tn stability of centre! over improvedsystem response.

265 -i

" ..........."......... 1979007417-258



REFERENCES

1. McRuer, D.T. and Krendel, E.S. gathemattcal models of humanptlot behavior.
, AGARDReport #Ag-188, 1974.

2. Wetr, D.H. and McRuer, O.T. A theory for drtver steertng control of motor
vehicles. HighwayResearch Record, No. 247, 1968.

3. McLean, J.R. and Hoffman, E.R. Th_ effects of restricted preview on drtver
steertng control and performance..Human Factors, 15(4), 1973.

4. Mourant, R.R. and Rockwell, T.H. Strategies of visual search by novtce I
and experienced drtvers. HumanFactors, 14(4), 1972. !

5. Pew, R.W. Acquisition of hierarchical control over the temporal org_.'_t-
zatton of a skt11. Journal of Exper. ps_£h., 71(5), 1966.

6. Weir, O.H. and HcRuer, D.T. Measurementand tnterpret=tion of drtver
steertng behavtor and performance. SAEPaper No. 730098, 19;'3.

7. Bendat, J.S. and Ptersol, A.G. Randomdata: Analysts and measurement
procedures. Wtley-lntersctence, 1971.

8. McRuer, D.T. and Kletn, R.H. Automobile controllability - driver/vehicle
response for steertng control. SystemsTechnology Inc., Los Ange!es,
Ca!tfornta, ,ovember, 1974.

9. Re!d, L.O. An Investigation tnto pursutt tracktng tn the presence of a
disturbance stgnal. Procedures of the Ftfth _nnua! NASA-Untver-tty
Conference on Manual Control, 1970.

Z

_: 266

1979007417-259



T9-15607

USE OF REWARD-PENALTY STRUCTURES IN HUMAN EXPERIMENTATION

Anthony C. Stein, R. Wade Allen, and Stephen H. Schwartz

• Systems Technology, Inc.
Hawthorne, California

SU_4ARY

This paper reviews the use of motivational techniques in human perfor- '

mance research and presents an example study employing a reward-penalty
_ structure to simulate the motivations inherent in a real-world

._ situation. The influence of motivation on human performance has been an

issue since the beginning of behavioral science. Most often, motivation is
controlled through procedures designed to minimize its influence as an uncon-

: trolled variable. Driver behavior in a decision-making driving scenario was
studied.

The task involved control of an instrumented car on a cooperative test i
course. Subjects were penalized monetarily for tickets and accidents and re- _i

: _ warded for saving driving time. Two groups were assigned different ticket
penalties. The group with the highest penalties tended to drive more conser-

vatively. However, the average total payoff to each group was the same, as

the conservative drivers traded off slower driving times with lower ticket

penalties.
J

- INTRODUCTION

i Reward-penalty structures have existed since the beginning of experimen- _
tatlon, and the effects of such structures have evolved into a separate area _

:_ of research. As early as 1922, A. M. Johanson observed the effects of re-

wards and penalties on reaction times. These classic results (cited in Ref. J- I) are shown in Fig. I. Researchers have examined the motivational aspects
(Refs. 2-6), .looked at rewards' distracting effects (Refs. 7-10), and

looked at the positive effects of rewards (Refs 11 and 12). What does this

experimentation mean, and how can the researcher of today utilize the efforts i!
_' of others? _

Subject motivation is a primary concern in any experiment. "We want the

,_: subject motivated to come back for 12 experimental sessions;" or "we want the '_
f subject motivated to respond as quickly as possible;" or "we want the subject -'i_

motivated to respond in a manner consistent with his or her normal

_ behavior." Rewards and penalties play an important part in this motivation. •
[
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Figure I. Change in the Distribution of Reaction
Time Under the Influence of Incentives. Auditory
stimulus. In the "incentive series" O was informed
of his last RT; in the "punishment series" he re-
ceived a shock in the finger when the reaction was
at all slow. Each curve shows the distribution of
3600 single reactions obtained from three Os whose
times were nearly the same. (Adapted from Ref. 1)

#
To assess reward-penalty structures with regard to their consequences,

and to develop a structure for a given experiment, requires a basic knowledge
of the literature, terminology, and present methodologies. This paper is a
review of the present body of _nowledge with an emphasis on reward-penalty
design coneequp_ces for human performance research.

PREVIOUS RESEARCH

Definitions

The distinction between intrinsic and extrinsic motivation should be an !
important consideration when designing a reward-penalty structure. If a per- i
son chooses to work a series of complex mathematical problems because of per- Isonal enjoyment, then the "perceived locus of causality" (Ref. 6) is inter-
hal, and the task is intrinsically motivating. If, however, the porson i

chooses to work the problems to gain an external reward, and the "perceived i
locus of causality" is external, then the task is extrinsically motivating
(Refs. 3, 4, 6, 13-15).

Deci (Refs. 2 and 3), Deci, Benware, and Landy (Ref. 4), and Edwards
(Ref. 16), all point out that reward-penalty structures can be designed to
be either extrinsicallymotivating or neutral. If the experimenter chooses
to have the structure of neutral influence on the subject, and at the same
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time achieve high subject motivation, it becomes necessary to use a task that !
_ has been, or can be, shown to be intrinsically interesting to the subject pc- t

I pulation. If the choice is to have a structure that makes the reward or pen-
alty contingent on performance, or in some other way extrinsically motivat- _!

ing, then the choice of experimental task is of secondary consideration. It

has been shown by Lepper and others (Refs. 3, 4, 13, and 14) that subjects

performing tasks of high intrinsic motivation, receiving extrinsic rewards,

i perceive the locus of causality to be external, and show low intrinsic moti-

vation.

Purpose of Rewards and Penalties

j

! As pointed out by Edwards (Ref. 16), rewards and penalties can serve

three purposes: I) motivators, 2) information givers, and 3) instructions.

_ If the subject is rewarded only for participation in an experiment, then the
i. reward serves as a motivator; the subject will perceive the locus of causali-

i ty as internal, and the experimental task" will be intrinsically
motivating. If the reward-penalty structure is changed, and task performance
is rewarded the reward or penalty will serve as information, in addition to

any motivating influence it has. If the experimental task is solving complex

mathematical problems, and the subject is paid hourly for experimental parti-
cipation, then task performance is unrelated to the reward, and the reward's
purpose is that of a motivator. If the reward is increased as a function of

problem completion time, or number of problems solved, the reward takes on J

the additional quality of an information giver. In this case it is important
to note that correct response is not required.

If correct response is required for a reward increase, or incorrect res-
ponse is punished, the reward also serves as an instruction. In this case

the reward not only provides motivation and information, it now tells the

subject the relative desirability of a specific response. Withholding the
reward until the completion of the experiment doesnot alter its motivational

or instructional qualities. Because the rewaro is performance related, with-

holding payment (or information about the reward "earned") only eliminates
the informational feedback quality.

Form of Rewards and Penalties

Rewards and penalties can take many forms, and the type of reward or pen-

alty chosen by the experimenter should be an important part of the

reward-penalty desIFn. The overall effe, t of the reward or penalty needs to

be assessed prior to its introduction in the experiment. For example, Deci
(Ref. 2) found that monetary rewards caused a decrease in intrinsic motiva-

tion, while rewards by use of verbal reinforcement caused an increase.

McCloskey (Ref. 17), in her work with staff turnover rates, found that psy-
chological rewards such as recognition, help from peers, and educational op-

portunities were more important in keeping an employee than salary or Job
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benefits; and that money alone would not keep an employee. Viesti (Ref. 18)
found that on an insightful learning task pay made no difference in perfor-
m_t_c e.

One of the most commonly used rewards is money. Many researchers have
examined the advantages and pitfalls of this reward form, and their findings
can be of great assistance in developing a reward-penalty structure.

Money seems to provide the best balance between response and error rate.
Daniels, et al.(Ref. 11), found that response speed remained constant, but a

drastic reduction in error rate was observed when real instead of imaginary
money was used. Slovic, Lichtenstein, and Edwards (Ref. 19) found that sub- _,
Jeers employed simpler decision strategies in an imaginary incentive design
than with real payoffs. Also Slovic (Ref. 20) found that when subjects made
hypothetical choices, they maximized gain and discounted losses; however,
when their choices had real consequences, the subjects were considerably more
cautious.

The researcher should be cautioned by the work of Greenberg (Ref. 21)
and Leventhal and Whiteside (Ref. 22), however. They have shown that mone-
tary reward can be used to motivate performance, but that overreward is fre-
quently employed. In some cases the overrewardlng tendency was so strong
that higher rewards were given to lower performing workers. Furthermore,
Spence (Refs. 8 and 9), Miller and Es_es (Ref. 10), and McGraw and McCull- j
ers (Ref. 7) point out that increased rewards may draw attention from the
experimental task.

EXPERIMENTAL STUDY

The above research findings clearly show the need for appropriate
reward-penalty designs, both in form and magnitude. The followlng examples,
part of a study on alcohol-driver interaction, show how this information can
be used to create a reward-penalty structure.

In a study concerning the effects of alcohol on drivers' decision making
behavior, two separate experiments were conducted. The first was run in our
fixed-base driving simulator (Ref. 23) and the second in an instrumented
vehicle designed for the National Highway Traffic Safety Administration (Ref.
24).

In both experiments the sutject was required to complete a driving sce-
nario in both sober and intoxicated states. The following is a brief discus-
sion of the requirements, design, and effects of variatlonsin a motivational
reward-penaltystructure.
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Reward-PenaltyStructure

Driving in the real world is motivated by a variety of counteracting in-
centives. Drivers wish to minimize trip time but avoid tickets and acci- !
dents. Driving behavior is influenced by these motivations, particularly in i
risk-taking/decision-maklngtasks. In order to encourage real-world-likebe-
havior we must attempt to s!mulate the real-world incentives. The problem ._
with simulating typical driving incentives is that they include some diffi-
cult-to-quantifyvariables, such as the subjective value of time gained by
driving faster and the subjective fear of low probability events such as auto
crashes. Negative reinforcement with electric shock is a classical experi-
mental technique and might serve to simulate the paln of an acclcent, but
this technique is difficult to quantify and recent subject welfare guidelines

make it unattractive. In a recent aircraft landln& experiment involving
pilot decision making (Ref. 25), the experimenters went so far as to inform i
their pilot subjects that they would be eliminated from the experiment in the
event they crashed in order to make them as averse to crashes as they would
be in real life. However, this approach would be logically awkward in this i

study because we would lose selected and trained subjects and, furthermore, :,
the majority of driving accidents do not involve fatalities. _ I

The traditional method of quantifying incentives for experimental control
is to relate them to some well-definedvariable with interval properties by _ "I
measuring indifferencecurves (Refs. 26 and 27). The most well-deflned,
widely studied, and widely used norm is money, primarily because of its in- :
terval properties and interchangeabllity. Money has some limitations; for /
example, the decislon-makingbehavior has been shown to be confounded by the
_ubJect's financial status. However, this can be experimentally controlled
by controlling the knowledge of results (Ref. 28). In general, the addi-
tional experimental effort required to scale other disincentives (e.g.,
shock, loud noises, etc.) has led to _idespread use of money for rewards and
punishments in decision-making experiments.

In both experiments the reward-penalty structures had multiple require-
ments. A major concern was that the subject complete the driving scenario in
a normal manner, with a reasonable motivation for timely progress and a de-
sire to avoid tickets and accidents; that is, we wanted the subject to drive
as if the driving situation were being experienced in the real world. A sec-
ond requirement was that the subjects return for participation in six
full-day experimental sessions. Finally, we chose to alter the penalty
structure in the experiment to determine the behavioral effects of increased
ticket penalty on the driver.

With the exception of ticket penalties, the reward-penalty structure for
both experiments was the same. In order to provlde a basic motivation to re-
main in the study, the subjects were paid an hourly wage. This payment was
received by the subject irrespective of _erformance. To facilitate comple-
tion of the driving scenario, and to encourage normal driving behavior, we _
used an additional reward-penaltystructure scaled to real world occurrences.
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Rewards consisted of $10.00 for completing the driving scenario, and

$2.00 for every minute of total elapsed driving time under 20 minutes.
Assuming a real world situation of leaving a bar intoxicated,, this rewarded J

the subject for making it home and for driving with the flow of traffic, thus

avoiding detection.

In both experiments, crashes (i.e., hitting an obstacle or adjacent car, ....
or running off the roadway) were penalized $2.00.

!
Tickets were given for running a red light or for speeding. Again to

simulate a real world driving experience, the traffic police were present

only 30_ of the time. In experiment I (the simulation), tickets were either

$I.00 or $2.00, depending on the group to which the subject was assigned. In

experiment 2 (full-scale), tickets were either $1.00 or $4.00.

Subjects received immediate feedback if they crashed (buzzer), or re- I

ceived a ticket (siren and red lights), but total rewards and penalties were

withheld until the completion o{ the experimental day. Again this simulates

the real world, because the cost of a ticket or crash is rarely known when

the incident occurs, i

RgSULTS AND DISCUSSION
]

To determine the suitability of our reward-penalty structure to the ex- /i

perlment, two criteria can be used. First, did all the subjects complete the

experiments? In both experiment I and experiment 2 the answer was yes, indi-
cating that we were able to keep the subjects sufficiently motivated to re-

turn. Second, to correlate our results with real world driving statistics,

we compared our simulator and field test results with epidemiological data of

over 7000 alcohol related traffic accidents. As evidenced in Fig. 2, the
simulator results and the field results compare favorably with the actual ac-

cident data, thus indicating drivers motivated to take comparable risks.

Finally, in our investigation of the behavioral effects of a change in
penalty structure, we found in experiment I no significant difference between

the $1.00 ticket group and the $2.00 ticket group. Experiment 2, however,

did show a significant difference between the $1.00 ticket group and the

$4.00 ticket group.
i

In Fig. 3 we see that the high penalty group in the field study had on
the average of one-third less tickets, with speeding tickets showing a

greater sensitivity than signal light tickets. These results are statistl-

cally significant as shown in Table I. Driving time dzfferences between the

two penalty groups were marginally significant (Table 1) and consistent with

the ticket results, e.g, larger time and fewer tickets. Payoff was not sig-
nlficantly different between the penalty groups, however (Table I), which in-

dicates a compensatory tradeoff between driving time and ticket rate.

272 _,,

i '
1979007417-265





I

J

i 0---0 GrandRapidsData, 5985 Tolal Crashes30 (3---0 GrandRapids,:500Fatalor SeriousCrashes

>_ _ EvanstonData, 270 CrashInjuries .Q
_---_ TorontoData, 423 Total Crashes _...-"

c 25 _---D VermontData, 106 Fatal Crashes p ......-""
'_ 13_ ManhattanData, 54 Fatal Crashes / .....-"
.-, < p...t_,-, I e,,-4 STI SimulationStudy,I / 7

I 47 Total Crashes I /' /
o I I Ik'''e' STI FieldStudy I / n/ /012.

>.,stL I// /
=o / I

d I _ - t

0 , I I0 .05 .10 .15 .20
BloodAlcoholConcentration(BAC), % W/V

t
Figure 2. Relative Probability of CrBsh Involvement _s a Function

of BAC Where 1.0 = Relative Probability at
Zero Alcohol (Adapted from Ret. 29)

i.0 - Speeding /E) - 15
Tickets ,,

Signal
Average Tickets Driving
Tickets 14 Time
Per .5 -
R,,n ( minutes}

Time

i i ----_0
o _, _4

Penalty Group

Fi_tlre 3. Penalty Effect on Ticket Rate and Total Time
to Complete the,Drlvlng Scenario

274

1979007417-267



I

t

Some insight into the ticket reduction with increased penalty can be ga-
ined from the signal light risk acceptance plot shown in Fig. 4 (Ref. 30). !
Here we see that the high penalty group perceived higher risks in signal i
failures (i.e., running the red light) and was willing to go less often. The !
combined effect was much more conservative behavior for the high penalty

ii group, leading to better driving performance. The P(G) and SP(F/G) differ-

ences in Fig. q were statistically significant, but the SPA difference wasnot. No group differences were observed for accident data _n the experiment,it is

t and because of the magnitude of the ticket and P(G) group differences
assumed that these are true penalty effects and not Just between-group

"i differences. ,'
_J

A

t_

_' CONCLUDINGREMARKS

The following conclusions were drawn with respect to the reward-penalty
_ structure in our experiments:

; 1.0 -

Low Penalty Group( $1 Tickets )

High Penalty _
.75 - Group I

( $4 Tickets )
Risk Acceptance

Probability G Funct ions
of Going _ _'

on the .50 .... L_SPc ( FIG )
Signal

Light \. P(G)

_. .25 -

% :::

! I I I , .i;
O0 .25 .50 .75 1.0 _.

PerceiveO Risk, SP(F/G)

Figure q. Hear Subjective Probability of Failure to Hake ]': Through
the Light If It Were Attempted
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m Driving is not intrinsically motivating to the majority o£
the population, and in experimental tasks is even less so.
Real-world Motivation incentives such as accidents, tickets,
and desire to safe time, are extrinsic.

Rewards and penalties must be tangible. Imaginary rewards
and/or verbal reinforcement are not sufficient.

I Rewards and penaltles should serve as general motivation, but
not direct feedback in the driving scenario.

m Between runs in an experimental session, overall performance
! payoffs should be withheld in order to avoid feedback or re-

inforcement which might modify behavior on subsequent runs.

i Our results show that employing a specifically designed mone-
tary reward-penalty structure provides sufficient extrinsic
motivation to duplicate a "real world" driving situation.

These results on reward/penaltyeffects on driver risk taking might be
extrapolated to real-world driving behavior. Perhaps drivers would drive
more conservativelywith increased and more evenly applied penalties for
traffic violations.
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SUMMARY
\

C
The effects of changes in understeer, control sensitivity, and location

of the lateral aerodynamic center of pressure (c.p.) of a typical passenger

car on the driver's opinion and on the performance of the driver-vehicle

system were studied in the moving-base driving simulator at Virginia Poly-

technic Institute and StateUniversity. Twelve subjects withno prior

experience on the simulator and no special driving skills performed regula-

tion tasks in the presence of both random and step wind gusts.

INTRODUCTION

The performance of the driver-vehicle system in the presence of cross-

wind disturbances is influenced by the location of the lateral aerodynamic

center of pressure (c.p.) of the vehicle.

The extent to which changes in c.p. location are discernible and/or

objectionable to ordinary drivers has up to this time been unknown. Most

of the previous studies on wind gust disturbance regulation tasks have

concentrated on a single c.p. location with the c.p. most frequently

placed at the front wheels (references 1-5). Also, although the influence

of changes in d_sign parameters, such as understeer and control sensitivity,

have been studied previously (references 3, 4), the interaction of these

parameters with the location of the c.p. in a closed-loop task is unknown.

The present study examines the influence of various combinations of

understeer, control sensitivity, and c.p. location on the performance of

twelve ordinary drivers in the presence of wind gust disturbances.

The Virginia Polytechnic Institute and State University (VPI&SU) moving-

base driving simulator was chosen for the tests because of the control it

offers over the parameters of interest and because of the success of previous

research performed'with th_ facility (reference i). The following sections
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describe the simulation facility, the experimental design and procedure

employed, the performance measures utilized, and the results obtained.

THE VPI&SU DRIVING SIMULATOR

This experimental facility provides the subject with an on-line, com .....

puter-generated, television-type display of the roadway in coordination with

the motion cues of yaw and roll, as well as lateral and longitudinal trans-

lation. In addition, four channels of sound along with vibration are pro-

vided for the enhancement of the simulation realism.
Three separate inputs were provided to the vehicle model used for the

! simulation; namely, steering wheel displacement, accelerator/brake displace-

ment, and aerodynamic force (wlnd gust). The model consisted of a set of
I transfer functions relating the three inputs to the vehicle motion compo-
i nents.
!

References i, 6, and 7 contain a detailed description of the driving

i simulator and related equipment; figure 1 shows the simulator motion plat-

i fo_.

DEFINITIONS AND EXPERIMENTAL PROCEDURE

r,
Definitions

The three experimental variables are defined briefly as follows:

i. C.p. location, x a : The distance between the front-wheel axis

and the point of action of the lateral aerodynamic force Fa

(see figure 2).

This variable is expressed as a percentage of the vehicle wheelbase

(xa = 0.0% corresponds to a c.p. IQcation at the front wheels).

2. Understeer, K : The numerical difference between the sideslip

angles developed at the front and rear wheels during a l-g lateral
acceleration.

Understeer is conventionally measured in deg/g. A more detailed descrip- }

tion of this concept is given in reference 8. Figure 2 shows the paths

that vehicles with understeer (K) 0), neutral steer (K = 0), and over-

steer (K < 0) would follow under the influence of ar external side force

acting at the center of gravity.
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3. Control sensitivity, C.S. : The steady-state lateral acceleration |

(in g's) developed by a vehicle following a steering wheel displace-

ment of 1.75 rad (i00.0 deg).

Experimental Design

A mixed between-subjects and within-subjects factorial design was

used, containing two levels of understeer (K = 3.0, 5.0 deg/g), two _I _i
levels of control sensitivity (C.S. = 0.8, 1.2 g/lO0 deg), and three c.p. _.

locations (xa = 0%, 19%, 37% of wheelbase) for a total of twelve vehicle __

configurations. Six male and six female college students without any

previous simulator experience were used as subjects. Three male and three •
female subjects were randomly assigned to each of the two understeer condi-

tions (understeer was a between-subjects variable). The other two variables
were factorially complete and equally likely for all subjects. The subjects

were given a 1.5 min period of practice following which they were required

to maintain a constant speed of 97 km/h (60 mph) while keeping their normal

lane position in the presence of random wind disturbances. Data were

collected for a period of 2.0 min. Following the random wind disturbances,

i a series of step gusts were presented for an additional 2.0 min period. At
the end of each run, the subjects rated the disturbances they encountered,

taking into account the vehicle path deviations and the amount of steering i_ 4

! activity needed to maintain course. _

Data Collection

The time histories of the vehicle lateral position and yaw heading

deviations, as well as the driver's steering wheel inputs were recorded

_ on an F.M. tape recorder. The objective measures of performance were the
_i root-mean-square (rMs) values of these time histories, together with the _

_. peak lane overshoots during the step gusts.

RESULTS

Subjective Ratings

Figure 3 shows that the subjective ratings improve as the c.p. moves

i rearward. The other two variables had no significant effect on the ratings°

i Random Disturbance Performance
Significant differences in lane-keeping performance occurred as a

result of changes in C.S. and xa . There is a shrong indication of an

Ii ii

281 :

19790074]7-274



I

effect on lateral position deviation due to an interaction between under-

steer and c.p. location and a significant effect from this interaction on

yaw deviations.

Figure 4 shows that increases in both C.S. and x a result in decreases

in lateral position deviations. The nature of the interaction between K .....

._ and xa that approached significance in shown in figure 5_ The higher
value of understeer has a beneficial effect on lateral position deviations

only when the c.p. is located close to the front wheels. Figures 6 and 7

show similar effects for yaw angle deviations.

Steering wheel deviations were significantly affected by all three

vehicle parameters. Furthermore, there were significant effects due to

interactions between c.p. location and understeer and between c.p. location

and control sensitivity.

Figure 8 shows that increases in K, C.S., and x a all have a similar

effect; namely, to decrease steering deviations. Figure 9 reveals that

increases in both K and C.S. result in greater decreases in steering devia-

tions the closer the center of pressure is to the front wheels.

Step Disturbance Performance

The peak lane position overshoot was measured from the actual vehicle

. position prior to the gust onset and not from the center of the lane. i

Figure i0 shows that increases in x a and in C.S. reduce peak lane

position overshoot. The effects of understeer were accentuated as the

c.p. location moved forward, with the lower level of understeer resulting

in the largest lane position overshoot.

i
DISCUSSION i

The subjective and objective measures used in the present study !
indicate that c.p. location is an extremely important parameter for wind

gust regulation performance. Scores on the 0-10 Rating Scale, maximmn

lane deviations following a step wind gust, and steering wheel deviations

during presentation of the random wind gust were all highly significantly

affected by changes in c.p. location. Actual lane position deviations

during the random wind gust task were only slightly less sensitive to

, changes in c.p. location than these other measures.

In spite of its great importance, however, c.p. location is difficult

to control in practice (reference 9). For this reason, other means for

improving disturbance responses of the closed-loop driver-vehicle system !

were explored; namely, through changes in understeer and control sensitivity, i

Both parameters were found to have a significant effect on wind gust regula-
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tion performance, although subjective opinion data failed to d_tect _his

effect. Increased levels of understeer (K = 5.0 deg/g vs.3.0 deg/g) and

control sensitivity (C.S. = 1.2 g/100 deg vs 0.8 g/100 deg) both had a

beneficial effect on measures of path control and driver steering wheel

deviations. These beneficial effects were accentuated where they were

needed the most; namely, at forward c.p. locations, i ....

CONCLUSIONS -

The following conclusions were reached:

eDriver opinion ratings were significantly influenced by c.p. ,

location only, with rearward locations rated the most favorable.

oLane-keeping accuracy improved as the c.p. moved rearward

as control sensitivity increased.
and

_i OFor the forward c.p. locations, lane-keeping performance
improved with increased understeer.

i eSteering wheel activity required for control was reduced by

I increased understeer and control sensitivity and by rearward

movement of the c.p., with the effects of understeer and

_ control sensitivity accentuated at forward c.p. locations.

Overall, the location of the aerodynamic center of pressure was the

predominant vehicle characteristic with an influence that could only

partially be offset by changes in understeer and control sensitivity.

h
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THE DETERMINATION OF THE OPERATING RANGE OF A TWIN-GRIP
CONTROL YOKE THROUGH BIOMECHANICAL MEANS

by Klaus-PeterG_irtner
Forschungslmtitutfur Anthropotechnik(FAT)
(Researchinstitute for HumanEngineering) ....

Meckenhelm, F.R. Germany

Summary

A twln-grlp control yoke was designedas an ergonomiccasestudy that allows

dual axis control inputs, both axes being rotational. Inputsare effected by rotating i
the grips. It will be reportedhow the handleswere designedwith respectto their I
shapeand size and how the angular range of the control yoke in both rotational
axes was evaluated. 1

The hand grip design is basedon the anthropometrlcdata of the hand. Themain i
parametersfor the layout are the breadth of the hand, the grip circumference,and 1

_ the thumb length. The steeringtask for which the control yoke is designedrequires
that the grip shapetakes into account task relevant grip characteristics,suchas a

!: rest for hand and thumbas well as a thumboperatedswitch button. One of the design
requirementsis the full use of the available motionrange for steering inputs in the "_, A

two rotational axes which is limited by the humanarm-hand-system. !_

Using EMG activities, which were measuredat the forearm, the permissible

pitch and roll anglesof the control yoke were evaluated to be + 30°. The llmlta- !i
_ tlon stemsexclusively from the combinedlimits of the radial and"ulnar rangesof
_ abductionof the humanwrist joint. It shouldbe pointed out that in this studythe
I control range was not limited by musclefatigue which is also measurablewith EMG

but rather by EMG levels which avoid painful loadson tendon and ligament struc-
i tures. The experimentalseriesis basedon an isotonic rotation in both axes. EMG

_ activities were only measurableunderextreme angles of deflection. If the operator

i has to deflect the control element from its neutral position againsta springresistance

a further reductionof the operational rangewill be expected.

[ Introduction

i In this study, a control yoke which requirestwo-hand operationwas tested to
_: determine its operating ranges. The intention of this investigationwas to find out

the optimal form of the control yoke and the maximumpermissibleoperating range in
both rotating axes. In theseexperimentscontrolshad no springresistance.Future
studieswill involve controlswlth springresistance.
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The control yoke has two rotating axes. Vehicle direction changes to the left
or right are accomplished bY turning the yoke as with a steering wheel of an auto-
mobile, called here roll motion. Vertical vehicle direction changes are accomplished
by rotating the yoke handles towards or away from the operator which will be called
pitch motion•

• pitchaxis

neutralposition radialabduction ulnarabduction _,

-
Figure 1 : Influence of roll axis rotation of a twin grip control yoke

on radial and ulnar abduction angles of both hands

In the left of the upper row of figure I is to be seen the neutral position and
in the middle and right pictures of this row the extreme excursion during the pitch
movement. These two pictures illustrate the biomechanical position limits of the hand
when rotating the yoke towards and away from the operator. The pitch motion of the
hand towards the operator is accomplished by radial abduction ; pitch motion away

!ram the operator is accomplished by ulnar abduction• Similar hand positions are shown
0 • • min the lower row of pictures with a 45 roll angle position coupled with neutral, ra

dlal and ulnar pitch abduction.

With 0° pitch angle and roll motion to the right, radial pre-abduction will
have ocoured in the right hand and some ulnar pre-abduction in the left hand, there-
by restricting the available amount of further abduction for pitch command purposes.
It can be shown that with increases in roll motion to the right pre-abduction will
increase until blomechanical limitations make pitch commandsimpossible or very
difficult. Similar pre-abduction occurs with left roll motions.
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ORIGINAL PAGE IS
OF POOR QUALITy

Biomechanicalcomlderatlon of the arm-hand-system

Figure 2 illustrates the abductionrange of the hand. In the left part of the
picture there is showna hand in two positionsholding a stick. The hand rotates by
an assumedaxis of rotation throughthe wrist joint, as indicated by a small circle.
Thishand, turned 8 to 12°, correspondsto the normalrestingposition of the human
hand.

If the prolongedcenter llne of the forearm is consideredas the reference llne
a natural pre-abducfion of the hand can be noticed. The values given in the
literature [e.g. 11 for the ulnar and radial abductionof the hand are basedon this
resting position. There is obviouslyno relationshipbetween the angle at which the 1
hand is in the natural restingpositionand the maximumrange of abduction of the l
5th to 95th percentile. On the right part of the figure the angle3range_is shownfor_ the radial abductionwith 35° and for the ulnar abduction with measuredfrom i

_: the restingpositionof the hand. This abductionangle of 88° is equivalent to the
!: 90th percentile.

ulnar abduction radial abduction

i

I I \wrist joint as/ I J
I I c.tero, I Irotation _

naturalhandposition total rangeof hand °
: movement

i (90th percentile)

i Figure 2 • Abduction range of the hand

i If 9° is subtracted, which correspondsto the natural pre-abduction from
_: the range of the ulnar abduction, a value of 44° both for the ulnar and for the_,

_ radial angular rangewill be obtained. This considerationis importantfor practical

i applicationsin so far as there shouldbe the sameangular range in radial as in ulnar
direction for the pitch movement, i.e. the up and downmaneuverof the vehicle.
If the total abductionability of the hand is usedfor turning a control yoke, two
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!

I
! rotational axes can be selected. Thesetwo rotational axes of the control yoke cross
i in the steeringcolumn. In figure 3 the case is shownwhere the rotational axis of
! the wrist joint is equal to the axis of the control element. Consequently,there is
t hardly any motionof the forearm. The total range of abduction is usedas pitch angle
I range, that is for radial abductionof 35° and for ulnar abduction of 53°, measured

from the restingposition. There is a light disadvantageof forearmmovementwhen
i the rotational axis of the wrist joint doesnot correspondwith the rotational axis *''_
i of the hand grip for small and large hands. This effect doesnot occur if the rotational

shoulder joint

/ '
\ radial abduction _ f/ _)

center of rotGtion far the wrist C..

joint and control yoke iul _arabduction

a) rotational axis through the wrist joint

total abduction range
shoulder joint is 88 ° (90 th percentile)

T"---¢/,

ulnar abduction_. /

rial abduction

b) rotational axis through the volar hand

i Figure 3 : The range of forearmmotionfor different

i rotational axes of the control yoke O_GI__/_b I)/_G_ _
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axis of the hand grip correspondswith the center of the hand volar or palm as shown
in the picture below. A pronounced up and down movement of the forearm which re-

sults during ulnar and radial abduction i_ ;ollustrated in figure 3. Though, radial andulnar abduction come to their limits at 8 for the maximal abduction of the 90th

percentile, the maneuvering pitch angle range only reaches 68° , e.g. 27° for radial
and 41 for ulnar abductions from the resting position.

A nthropometrlcal Design of the control grip

Figure 4 shows the c_)erator sitting in front of the control console. The angle
of inclination with respect to the body will be selected in a way so that the arm-
hand-system of a 50th percentile operator measured from the shoulder reference point
is in a position to turn the control yoke with* the same angular values in ulnar and
radial direction. A control yoke is shown, the rotational axis of which goes through
the volar hand.

Figure 4 : Suggested anthropometric parameters for seated q_erator console
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The control task for which the control yoke was designedrequires a specially
J shapedgrip which takes into account task relevant grip characteristics, suchas a

hand and a thumbrest and a switch button that is thumboperated (figure 5). The
designof the grip was basedon the 95th percentile hand. The dlmemion A of the
palm was basedon hand width. The hand fits between the hand rest and the top
sectionof the grip. The fingersspan the grip slantwiseto the longitudinalaxis of
the grip and not in parallel fashionas they would with a cone.

gripdiameter switchbutton

hand

handrest

Figure 5 : Anthropometricparametersfor d_s;gn|nga handgrip

So long as the switch button is not used, the operator can smoothlymove his
handswith the control yoke and follows its motions.Under these working conditions
the hand of the 95th percentile man is restingon the hand supportand the thumbis
on its thumbrest. Smallerhandssuchas the 50th or 5th percentile handscan use
either the hand rest or the thumbrest as a basicworking positionduring the control
task.

top section concave thumb
/of the grip deepening "-_

i thumb resty i
i"

,,_ grip diameter i

_r rest

Figure 6 : Anthropometric parameters for designinga hondgrip
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The basic dlmemlomof the grip are the dimemiom of an ideal conical bar
which was first usedby Hennlng. Hennlngsuggestsan increasein radius by 5 mm
for each 80 mm in length. The grip is finger parallel and the forearmaxis is ver-
t|col to the cone axis.The circumference is about 150 mm for o 95th percentile hand.
As can be seen from the left picture of figure 6 the finger tips touch lightly the
opposite part of the hand and the thumb rests on partsof the pointing finger. If the
cone is clmed the fingersare inclined to the longitudinal axis of the cone. A grip ......
was designedusing finger indentation and an appropriatedeviation of the coneshape
m may be seen in figure 5.

With this grip the finger tips oft he 95th percentile hand are at small but
constantdistancefrom the opposite port of the hand. For the smallerhands like

or 5th percentile handsthis distance becomeslarger but still guarantiesa good
form clasum. With this designa larger thumbrest was used which results in a sepa-
rationof the possibletouch between the thumband the fingers. The location of a
switch button in the grip head was basedon the thumb length of the 50th percentile
hand. Thumbswhich are longer and shorterthan 50th percentile are still in position
to operate the switch button by use of lower or upperportsof the thumbrespec=
tively.A concavedepressionin the top section of the grip allows sufficient motion
for larger thumbswhen pressingthe switch.

Biomechanicaldeterminationof the operatingrange of the twln-grip contro! yoke
t

For the layout of a control yoke both enthropometricand biomechenic ClUol-
itles of the humanhand-arm systemmust be comidered. A method is prclx_ed In this
paper which permitsa determination of a biomechanical range on the basisof sur-
face electromyogrophyactivities which are involved in movementand force exertion.
At the limits of movement,rather high EMG activity occurstogether with suchcon-
sequencmas muscle, tendon, or ligament strain and/or pal'n.

For EMG measurements,subjectswere lmtructed to grip the yoke lightly with
both handsso that no foremm muscleswere contracted. For each selected roll angle
positionof the yoke, the control was then slowly moved through both pitch direc-
tions. Raw EMG signalswere processedwith a double wave rectifier end o special
averaging filter [ 2, 3, 4_ .

EMG activity for the right hand in o numberof different roll angle positions
are illustrated in figure 7 r_ a tunction of pitch angles far roll angles in the right
direction. The curves Illustratedore only far EMG values recordedduring increasing
pitch angles as these representthe wcnt case for control evaluation.

The upperEMG value of "1" unit was arbitrarily given to the EMG level oh..
to!ned when wrist joint pain was experiencedafter repeatedly holding an angle po-
sition far a few seconds.The maximumvalue of the curves (approx..75 units) is
obtainedat the maximumpitch angle which wasmeasured. The maximumpitch angle
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measuredwas selected after experimentally determiningthe maximumpitch angle at
which no wrist pain build-up occuredduring fairly long measuringsessions.For any
given pitch angle there is a tendencyfor Ere-abductlon to be larger with larger con..
stont roll angles, it can Le seen that at 0v roll angle the full range of possiblewlrst
movementof the subject con be usedfor pitch commandsin both directions because
there is no pre-abdeotion. At60 ° roll angle to the right, radial pre-abduotion is so
lar§e that no pitch angle movementin this "pull up*' direction is possible. In the

rlghs side of the figure the EMG curv_ofor ulnar abduction i.e. in the "pushdown"
direction ;s illustrated. The 45° and 60 roll angle permit relatively large "pull up"
commandsalthoughthe curvesdo not rise as high as thosefor radial abduction on

h' ithe left side of the figure. The reasonfor t ,s is that ulnar abduction of the left
h_r_cl,which is not illustrated, reachesa limit at thesepitch anglesbefore the right
hand, thereby preventing further ulnar abduction of the right herod.Of course, re-
leaseof the control by the left handwould have permitted further movement.

EMG values for ulnar and radial abduction of ._e right hand is shownin fig-
ure 8 for left roll at variousroll angles. As con be seen on the left side of the
figure for left roll, right hand "pule-up" pitch commandsor radial abductionmove..

ment is so severel_ limited by radial pre-abduction of the left hand in oil roll angle
pmitlom except 0 that further movementsore not pmslble. The range of ulnar ab-
duotion or "push=down"commandsillustrated on the right side of the figure is slightly
reducedby ulnar pre-abduction thereby allowing comiderable movementbefore the
ulnar abduction limits are reached, i

Discussionof the EMG-measumments i

In designing a range far this control device the following points are the mast
impc_rtontto consider. !. It shouldpermit the largest passiblepitch angle in both
directiom far each of the largest passibleroll angles f_ subjectswith 5th p_rcentile •
wrist movementranges. 2. Only lower levels of EMG activity should occur mostof

the time during control eperotiom. Moderate EMG activity levels shouldoccur very
briefly and no high EMG activity at all. ,

As con be noticed in the figure 7 and 8 these requirementscar_be sotlsfied
for the subject tested with roll and pitch angle rangesof approx. + 30° each (at
which no mare than 0,5 units of F.MG activity are reached). It sh'ouldbe pointed
out that in this study the control range was not determinedby musclefatigue limits
which are also measurablewith EMG but rather by EMG levels which ovoid pain-.
ful loads on tendon and ligamentstructures.The F.MG measuringmethodpresented
proved to be a valuable objective aid for determiningan advantageouscontrolrange.
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SUMMARY i

This paper considers the problem of constructing event-related i

¢

information displays from multidimensional data generated by proximity, " I
force-torque and tactile sensors integrated with the terminal device of a I
remotely controlled manipulator. Event-driven displays are constructed by " i

using appropriate algorithms acting on sensory data in real time. The purpose _i
of event-drlven information displays is to lessen the operator's workload and

to improve control performance. The paper describes and discusses several 1

event-drlven display examples that have been implemented in the JPL tale- _!

operator project, including a brief outline of the data handling system which }
drives the graphics display in real time. One application shows the integra- }

tion of a set of four proximity sensors with a JSC four-claw end effector for i
the shuttle manlpulator training facility of JSC. The paper concludes with a tJ

discussion of future plans to integrate event-driven displays with visual (TV) I
information.

I. INTRODUCTION !

The objective of this paper is to show and discuss display techniques
aimed at reducing the dlmenslonality of proximity, force-torque and tactile

sensor data, and conveying the sensory information to the operator of a remote

manipulator in terms of significant events related to the control task. An !
_ event-drlven display is a dlsplaywhlch shows whether or not some desired

t state of the teleoperator effectors/sensors has been achieved. It may or may
not show the details of the state itself, rather it displays the occurrence

of the event. Hence, event-driven displays compress and explicitly indicate
sensory data in terms of control goals or subgoals which require specific i
control decisions and actions.

The general problem of displaying information generated by proximity,

force-torque, tactile and slippage sensors integrated with the terminal device
of a mechanical arm has been treated in a previous paper (see Reference I).

*) This work represents one phase of research carried out at the Jet Propul-

sion Laboratory, California Institute of Technology, under Contract No.

NAS7-100, sponsored by the National Aeronautics and Space Administration.
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The information generated by these sensors is basically non-visual: short

(few centimeters) distances in given direction between terminal device and

object; amount of force and/or torque exerted by the terminal device on

objects along three orthogonal axes referenced to the terminal device; dis-
tribution and amount of contact area pressure between terminal device and

object; or slip of an object in some direction on the inner surface of

mechanical "fingers". Hence, the general problem and objective of displaying

this type of information to the operator of a remote manipulator are to make

non-visible events visible or, alternatively, to make non-vislble events
easily perceivable by using some appropriate means (e.g., audio tones).

The information generated by proximity, force-torque, tactile and

slippage sensors has two specific features: it is multidimensional, and it

i requires quick (sometimes split-second) decision or control response. It is
! noted that, in general, the required decision or control response is also

I multidimensional. The use of multidimensional data with quick response

requirements in a real time manual or computer control environment is a

demanding perceptual and cognitive workload for the operator of a remote
manipulator. It is a major source of errors, and can result in a general

degradation of control performance. The purpose of event-drlven sensory

information displays is to lessen the operator's workload and to improve
overall control performance of remote manipulators.

The concept of sensory information "events" is discussed in Section II.

The general features of "event-driven displays" are briefly discussed in
Section III, Section IV describes several event-driven display examples that

have been implemented in the JPL teleoperator project. These include two

uses of four proximity sensors and a single use of a six-dlmenslonal force-

torque sensor integrated with manipulator end effectors employing both audio

and graphic display techniques. One application shows a set of four proxim-
ity sensors integrated with a JSC four-claw end effector to be used at the

JSC Manipulator Development Facility. A simple touch sensor example is also
described. The concluding Section V summarizes the results and outlines

future plans to integrate event-driven displays with visual (TV) information.

A brief description of the data handling system which drives the graphics
displays in real time is presented in the Appendix.

II. SENSORY INFORMATION "EVENTS"

i

Proximity, force-torque and touch sensor data are inherently multi-

dimensional. A six-dimenslonal force-torque sensor outputs the time trajec-

tories of three orthogonal force and three orthogonal torque components
normally referenced to a hand coordinate frame. The hand coordinate frame

itself is a variable (i.e., has time trajectories) relative to a fixed "base"
reference frame. A multipolnt proportional touch sensor measures the area

distribution and amount of contact pressure over a fixed surface. A single

proximity sensor measures short (few centimeters) distances in a given direc-

tion relative to a hand coordinate frame. Several proximity sensors in a
given emplacement geometry on the hand can measure several or all six

position and orientation variables of the hand relative to objects.
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A sensor-referenced or sensor-guided manipulator control task contains a

goal or a set of subgoals. The control goal or subgoals are expressed as a

combination of various sensory data. The simultaneous occurrence of time
trajectories of various sensory data at a single point or within a given sub-

volume of a multidimensional data space can be called a sensory information

"event". Hence, sensory information "event" is the projection or mapping of

the control goal or subgoals into a multidimensional data space.

Figure 1 gives simple illustrations for the concept of sensory informa-

tion "event". Equal length of two proximity sensor beams can be an "event"

in the sense that it may signify, e.g., the roll, yaw or pitch alignment of
a mechanical hand relative to an object. Equal magnitude of two orthogonal

force components can be an "event" in the sense that it may signify, e.g.,

the push or pull of an object by a mechanical hand in a given direction. Or,

for instance, half contact coverage of a touch-sensitive area on a mechanical

finger can be an "event" in the sense that it may signify, e.g., that there

is sufficient contact between hand and object for successful grasp.

The operator's attention in both manual and computer control is normally

focused at the control goals or subgoals, that is, at the sensory information

"events". Typically_ when such "events" occur, some control action must be
taken. It is to the operator's advantage to have these sensory "events" dis-

played in easily perceivable and unmistakably unique forms. In the absence

of such "event" displays, the operator must determine the occurrence of the

"event" by following and evaluating a multidimensional set of data in real
time. This is not only a demanding task and heavy workload for the operator,
but also a common source of errors.

III. DISPLAY OF "EVENTS"

Event-driven displays can be implemented by developing and/or employing
appropriate real-time algorithms which (a) coordinate and evaluate sensor

data in terms of predefined "events" and, (b) drive some appropriate informa-
tion display in real time. Manipulator control tasks can be subdivided into

a multitude of sensory "events", and each event may have a variety of charac-

teristic parameters. Thus, the development of fairly general purpose event-

driven displays requires that the logic/parametric structure of the algo-
rithms be flexible in the sense that changing control goals or subgoaJs can

be accommodated by simple call-changes in the algorithms in a given control/

operation environment.

The actual event display can be implemented by alternative means, the

selection of which depends on the application environment. For event

displays, both audio and visual display techniques are suitable. An impor-
tant consideration for selecting or designing event displays is the "warning

effect" the display can or shall impose on the operator. By definition, the

R occurrence of a sensory event should call the operator's attention to some

appropriate control decision or control action, without disturbing his normal
visual attention directed toward the overall control task. Note that the

control can require split-second decisions. Another important consideration
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is related to the selection of the _ of the display format. How much

and what kind of detailed information the operator should be exposed to in

addition to the "event information" within the same general frame of

information? Too much information can be disturbing. Too little information

can defy the purpose. The display of uncorrelated data, or the display of

correlated data in uncorrelated form, may impose heavy cognitive load on the

operator.

Properly designed event-driven displays are expected to have a number of

benefits: (a) simplify on-line control decisions; (b) reduce errors caused

by human factors; (c) reduce perceptual/cognltive workload on human operator

in a real-tlme control environment; (d) improve overall control performance

in control situations which many times require spilt-second type control

decisions. ._

IV. EXAMPLES

A. Event-Driven Proximity Display s

Event-driven displays have been constructed for proximity sensors on

two arms in the JPL teleoperator project, and also for a proximity sensor

system developed at JPL and integrated with the four-claw end effector of

JSC to be used at their shuttle manipulator training facility.

I. JPL Teleoperator Arms

Both the JPL/CURV and JPL/Ames arms are equipped with four proximity

sensors, and the event-drlven display developed recently is applicable to

both sensor systems. Although the sensor hardware is quite different on the

two arms, the sensor display drive software is common except for the routines

that get the data. Similarly, the event logic is common. The details of the

computer hardware and software are described in theA ppendix.

The general format of graphics display of four proximity sensors data is

shown in Figure 2. The display shows a view of the "bone" of a parallel jaw

hand and four beams emanating from the hand, two from each Jaw. The beam

lengths are proportional to the sensitive length of the sensor beams. Each

beam length is bound to I0 cm (4 in.).

Figure 3 summarizes the proximity events together with the event logic

and event parameters that have been implemented. In the present implementa-

tion the parameter D is fixed at 5 cm. D is always defined parallel to and

halfway in between the two beams which measure roll and yaw alignments,

respectively, and relative to the line connecting the two fingertips. The

tolerance, T, can be set by switch inputs on the computer's front panel.

Values from 0.5 to 7.5 cm are allowed. Any combination of the four event

logic equations may be selected to control the event success blinker. The

success may be defined as X alignment with a tolerance, say, of I cm (corres-

ponding to about 5 degrees when the hand is fully open). Or, the success may
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be defined as Y range of 5 cm together with X alignment to within 0.5 cm
tolerance (corresponding to about 2.5 degrees when the hand is fully open).

This latter "success case" would be useful in moving the hand over a table

to a wall while holding an object vertical. With this event logic, the hand
roll angle would be small as the range measurement is made on both sensors

and the object would be held with the hand 5 cm above the table. The final

approach to the wall would be reached with the hand perpendicular to the wall.

The event indicator blinker has initially been placed in the top left
hand corner of the monitor screen. Though all four sensor beams are shown on

the monitor, the operator does not have tc evaluate the four beams quantita-

tively in terms of a predeflned event. This is done for him by the display
drive logic automatically and in real time. He can take a more qualitative

look at the four beams to determine, e.g., why the success blinker is "off";

that is, what to do in order to get the success blinker "on".

Figure 4 shows two uses of the event-drlven proximity display. The

first pair of photographs (Figure 4A) shows the hand above a table and

skewed to a block. The task is to achieve alignment with the Cable and the
block. The display shows the operator how to bring the hand perpendicular

to the block while maintaining the hand level at 5 cm above the table. The

second pair of photographs (Figure 4B) shows that this has occurred and the

event blinker has come on. The third pair of photographs (Figure 4C) shows
a different allgnment problem. Here, it is desired to bring the hand in

level over the plate on the table. There are no forward references. Follow-

ing the required corrections as indicated by the display, the desired level
state is achieved, and the event blinker comes on as shown in the fourth pair

of photographs (Figure 4D).

While the two uses of the event-drlven dlsplay shown in Figure 4 are
simple, they do demonstrate the usefulness of the concept. As more complex

tasks are performed and analyzed, a detailed examination of the benefits can

be made. Future improvements in implementation are also planned to enable a

broader variety of events to be defined. Ranges, alignment angles and toler-
ances could be individually defined rather than being commonly constrained

as at present.

2. JSC Four-Claw End Effector

A proximity sensor has been developed for and integrated with a four-claw end effector of JSC, The purpose of this sensor system is to aid the

operator to find the proper final depth positioning and pitch and yaw align-
ments of the four-claw end effector on a 16-m long manipulator relative to

the grapple fixture of a large payload. The overall control is visually

guided.

The sensor system, together with the grasp envelope and measurement

definitions are shown in Figure 5. The use of the sensor system is presently

restricted to the verification of a "successful grasp state" before grasp
action is initiated. The "successful grasp state" is defined by the

dimensions of the grasp envelope (see Figure 5) and by the dynamics of grasp. !
/
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When a "successful grasp state" has been reached, the data processing , i .,
electronics automatically turns on a simple "success display" (a buzzer or
a green light, or both), indicating to the operator that he is ready to

grasp.

The data processing required to drive the "success display" has two

modes: analog and digital. The analog drive logic implementation is quite _
simple as indicated in Figure 6. In fact, with this simple analog implemen- "'

tation the full capabilities of the sensor system cannot be utilized to
"' account for all physically possible combinations of depth, pitch and yaw _

error states which, due to the dimensions of the end effecto_'s grasp enve-

lope, still would allow successful grasp. To achieve a full utilization of -_

the sensor system capabilities versus all allowable depth, pitch,and yaw

error combinations, "success algorithms" have been developed and implemented
using an Intel 80/20-4 single-board microcomputer together with an Intel
slngle-board A/D converter.

For the purpose of experimentation, several "success algorithms" have
been implemented in the digital computer to drive the displays. The algo-
rithms are simple, and account for all (or for almost all) allowable error

states combinations for successful grasp. Algorithms have also been imple-
mented which utilize the outputs of any three out of the four sensors to
indicate the "success states". This is useful Jf one sensor eventually

fails, or if one sensor eventually misses the top (reference) surface of the

grapple fixture due to allowable lateral alignment errors. (Note that the
four-sensor configuration is redundant to define and compute depth, pitch

and yaw errors. A triangular configuration of three sensors would be

sufficient for that purpose.)

For the sake of brevity, only one "success algorithm" is shown in this

paper, summarized in Figure 7. It is called "conic algorithm" since it con-

denses the individually allowable pitch and yaw errors into a simple allo_-
able cone angle error condition. (See Condition 2 in Figure 7.) Three kinds

of "success definitions" have been developed, each with three sets of

"success parameters". All nine variations have been implemented for "all

four" and for "three-out-of-four" sensors. All together 18 algorithms are
stored in EPROM in the microcomputer. Any one of the 18 algorithms are

easily callable by dialing the appropriate number between i and 18 on a BCD
switch integrated with the microcomputer.

i
Very successful operational ground tests have been conducted with the i

sensor and simple display system at JSC using the 16-m long arm of the l
JSCManipulator Development Facility in realistic large payload handling _,,

experiments. Fig. 8 shows a floor set-up scene (direct visual contact with _
target) for capturing a moving target. All together 112 test runs have been
performed by 4 operators. The final result is that, when the "success dis-

play': (tone or green light) was on, the operators got a capture every time.
There were no operator mistakes under sensor-indicated grasping conditions,
and the sensors never indicated wrong conditions for grasping. Three of the
four operators _avored the buzzer for "success display". The utility of the
display increased with task difficulty. The display was required to aid the
operator to successfully complete the most difficult tasks without error.
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The simple success display (tone or green light) does not show the
details of the three-dlmenslonal(depth, pitch and yaw) error states. Advan-
ced graphics display concepts have been developed and implemented recently+

using the JPL teleoperator breadboard system to experiment with various
formats. The advanced formats have been designed to convey to the operator
not only the "succeSs" information but also the details of the three (depth,
pitch and yaw) errors so that the operator will know from the sensors "what .
to do" in order to get to the "success" state or ¢o fine-control the grasp.
Fig. 9 shows an advanced "success display" concept implemented in color
graphics. Success is indicated here by all error bars turning green. The
unsuccessful error combinations are indicated by all error bars turning red.
The length of the error bars is proportional to the respective errors under

iI both "green" or "red" conditions.

) B. Event-Driven Force,Torque Display

Fig. i0 shows a slx-dlmenslonalforce-torque sensor integratedwith the
JPL/CURV arm. The sensor mechanism has been built by Vicarm Inc. The sensor
electronics and data handling have been developed at JPL. More details of
this sensor system can be found in Ref. 2. Fig. 10 also shows a graphics
display format: each force and torque component is displayed both numeri-
cally and graphically. The length of the bars is proportional to the value
of the respective force or torque components. The bars originate from the
center vertical llne on the screen. To the left from this center line the

force-torque field is negative, to the right it is positive. The force-
torque components are referenced to a hand-based coordinate frame. The force-
torque distribution seen on the graphics display of Fig. 10 actually shows
the forces and torques felt at the hand base while the hand is pushing the
object as indicated on the same figure. As seen, a simple push scene can
generate a rather complex force-torque relation felt at the hand base.

The application of event-driven displays to force-torque sensor data will
significantly enhance the use of that data type under manual or computer aided
control. The events marked can show complex relationships between forces and
torques alone or in combination. Further, when the desired force-torque
events are not existing, the display format can be changed to show the opera-
tor what has to be done to reach the desired state. A simple example can
best illustrate the concept.

Consider the task ofsliding a block in a groove across a table by push-
ing it. (See Fig. 11) The applied forces must be in the direction of the
groove if the block is to be moved efficiently and safely. Fig. 11 also
shows an appropriate "event-driven" display. When the forces are applied
correctly, the operator will know it by the event indicator. If not, the
operator will see the force errors and be able to apply the needed correc-
tions. Practical application and demonstration are needed before the bene-
fits of this display concept can be fu!ly documented.

An interesting use of even-driven displays is to signal the operator to
switch displays. Say, for example, it is necessary to move a manipulator to
an object and then move the manipulator into contact with the object without
knowing the exact position of the object beforehand, or having specially
positioned _/'s showing all the necessary views.

313 +_

...................... 1979007417-305



With event-driven displays, the task could be performed as follows:
using a proximity event display set in a position sensing mode, the operator
moves the manipulator rapidly towards the object. When signalled that the
manipulator is near the object, the operator slows its motion and switches
the display to a force/torque even mode. When contact has been achieved, the
operator is again signalled before the forces reach an unacceptable level.
Thus, event-driven displays used in combination hold great promise for even i
greater benefits in that tasks can be performed more rapidly, more reliably ! -""
and with lower expenditure of resources.

C. Event-Driven Touch Display

The touch sensor unit being used here has two 4 by 8 matrices of points

that can sense applied pressures. These matrices, or perhaps some with higher
point density, can be mounted on the inside of mechanical fingers (Jaws) and
used to sense contact areas or the location of points of contact between fin-
ger and object. Similar units could be mounted on other surfaces to sense
other contact forces or patterns of contact areas. At each point of the sen-
sor matrix the pressures applied locally are sensed by measuring the conduc-
tivity of a pressure sensitive plastic. The measurement concept and the
actual sensing elements are shown in Fig. 12.

Fig. 12 also shows the basic touch sensor displays. The numeric
representation of the sensor output gives a more quantitative impression of
the applied forces distribution and is particularly useful for diagnostic
work. The color or B/W shades displays are more graphic and are easier to
understand at a glance although less information is presented.

A particular event-driven touch sensor display is planned to be imple-
mented to further enhance the control context of data presented to the
operator. The display concept (shown in Fig. 13) is aimed to give a quanti-
tative indication to the operator when the contact area increases by pre-
defined amount. While the pressures applied will still be shown as dark or
light shades of a color, the color itself will be changed to reflect the total
applied pressure over a given area. The matrix displayed may be red, if less
than half the sensitive points have made contact; orange, if between 1/2 and
3/4 have; or green, if more than 3/4 have. Thus, a green condition will
signify a safe grasp.

V. CONCLUSIONS

1) Performance tests conducted at JSC with a three-dimensional proxi-
mity sensor system and "go-no go" display have shown the basic utility of a
simple event-driven display which conveys critical control information to
the operator based on real-time algorithmic evaluation of multidimensional
data.

2) In general, event-driven displays enhance the control context of
sensory information since events can be defined with respect to critical
control decisions or control actions.
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3) Preliminary experiments strongly indicate the need of integrating
vlsual and non-vlsual sensory Informstlon wlthln a slngle perception format.
This may require the development o£ TV.monltors with sensory information over-
layed to or cut Into the camera information.

4) Extensive experimentation is needed with a multitude of event-drlven
displlay formats in order to develop a rellable rating of the different for-
mats. The experimentation will by neces31ty encounter questions in human
£actors:enslneerlng. Presently It is not clear what kind of objective mea-
sures would be suitable to meet the challenges in the perfore_ance evaluation
of event-related human £actors.

ACKNOWLEDGEMENT

The contrlbutlons of Mr. E Shalom and Mr. K. W. Rudd to the software
development is gratefully acknowledged.



REFERENCES

1. BeJczy, A. K., and Paine, G., "Dlsplays for Supervisory Control of
Manlpulators," Proceedings of the 13th Annual Conference on Manual
Control, Massachusetts Institute of Technolosy, Cambrldse, MA.,June 15 - 17, 1977.

2. BeJczy, A. K., "Issues In Advanced Automation of Manlpulator Control,"
Proceedings of the 1976 Joint Automatlc Control Conference, Purdue
Unlverslty, West Lafayette, Indiana, July 27- 30, 1976.

316
1

1979007417-308



. ,4 .

_ JL! Jill ..... I I Jl ..L. I U I __., _1 ____

I '
m

APPENDIX

v

1. Computer System

A single computer system is used for softvare development and display
driving. Its principal elements are shown in Fig. 14. The slgnals to be dis-
played can come from any of five sources: JPL/AHES arm proximity sensors,
JPL/CURV arm proxlmlty and force-torque sensors, touch sensors, or the JSC four-
claw proximity sensors. (These last signals come through an Intel 80/20 pro-
cessor.) The display computer processes these signals into the desired display
format so that they may be seen in color or in B/W, with or without alpha-numerlc
text.

The display computer is an $I00 bus based system and employee a ZaO based
processor operating wlth a 4 )MZ clock. The computer co_nlcatea to the outside
wrld through a 7 channel 8 bit A/D converter, 2 serlal ports, 8 bit peraUel
ports, a dual floppy disk, and, of course, a graphics color/BWTV dlsplay. The

operator interface is through an ADM-3A terminal, a TTY and the dual disk.

The graphics display is performe_ by DHAon a memory map. That is, the !
display driver circuitry timing operates Independently from the maln program and i
shares the memory storing to the screen Image. Various dlsplay parameters are
under program control: display on/off, point density, _/W or color, etc. The
graphics densities employed are: 64 by 64 color and 128 by 128 B/W for the touch
sensor; 128 by 128 B/W for the proximity sensors on the JPL/CURV and Ames arms
and for the force-torqoe sensor on the JPL/CURV arm; and 64 by 64 color for the
JSC four claw proximity sensors.

The signals from the JPL/Ames arm proximity sensor electronics are sent to
the display computer on 4 analog lines. The A/D conversion is done inside the
display computer by an 8 b£t successive approximation converter. Each conver-

: glen takes about 5 us.
J

The signals from both sensors (proximity and force-torque) on the JPL/CURV
arm are converted to 12 bit di$1tal words In the CURVvehicle electronics and
then stored in a buffer memory associated vlth the Interdata HTOminicomputer
vhich performs control and supervisory functions. Thedata is transferred in
parallel co the .'tsplay computer as two 8 blt words. The data to be transferred
is specified by the address sent to the buffer memory from the display computer.

The slgnals from the touch sensor are converted to 12 bit digltal words by
I the touch sensor electronics. The point of the sensor matrix to be sampled is

under control of the display computer. An address ls sent to the touch sensor
_ electronics, the point is sampled, and the data is sent to the display co_puter

as two 8 blt words. Due to the handshaklns signals which are under software
control, the whole process takes about 100 ,s.

The signals from the 3SC four-claw proximity sensors are processed by the
late1 SBC 80/20-4 computer. Only the pitch, yav, and range error signals and the
"event" signal are passed over to the dlsplay computer. These signals are
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encoded Into three 8 bit parallel words. The two computers run asynchronously
since, tb_ TV graphics display process is much slower than the event indication
bulb and tone process (about 16 times per second versus about 100 times per
second.)

2, Software System

The software for the display programs has beenwritten in assembly languase . ....
to maximize the signal processing and display formatting rate. This has been an
effective approach since the processing and formatting are logically and mathe-

ttca!ly simple. Typically, the symbolic ianguage version of a program takes-15K bytes to store, and the machine language verslon I-2K bytes.

The programs have been written in a structured subroutine format. The top
level is a sequence of calls to subroutines. The first calls are to _outines
which initialize constants and set up the displays. These are followed by the
main program loop which calls routines_ Co see if the display program should be
exited, change parameters based on switch or keyboard inputs, input data,
calibration of data, perform logic tests, format the data for the displays, etc.
Each of these subroutines is a complete logical entity, so that new functions
may be added by simply inserting new calls. A similar approach has been taken
for the lower levels of subroutines. The program data structures have beam
designed so that they allow an EPR(M version of the programs. Thus to perform
tests only a small fra:tlon of the computer system is needed. Further the opera-
tion of the system for demenstratlons ls simplified.

The program for displaying proximity sensor data from the sensors on the
JPL/CURV arm and performing event lo8|c is typical of the display computer pro-
grams. The first level structure is shown in part A of Fig. 15. The actual
process for getting the data, processing and displaying it are shown in pert B
of Fig. 15. The modularity of the structure was a significant help in adding
the event logic and dtsplay to the prior programs. All that wes necessary was
to add the tvo blocks which perform the event logic tests end which time and
display the event bllnker. Likewise, when chanson8 the JPL/Ames arm proximity
sensor program to accept data from the JPL/CURV arm proximity sensors all that
was necessary was to change the "Reed Sensor Data" subrout;4e. The subroutines,
Incidentally, were taken from a previous force-torque sensor program.
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Flgure i. Examples for Event Definition

Figure 2. General Graphics Display of Proximity Sensor Beams
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Figure 4. Proximity Sensing Events Graphics Display
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Figure 7. Conic Algorithm Indicating Acceptable Combinations of Range, Pitch
and Yaw Errors for Successful Grasp Using Four Proximity Sensors

Integrated wlth JSC Four-Claw End Effector

324
,q

]9790074]7-3]6



:r

i

g
Figure 8. Test Scenes at the JSC Manipulator Development Facility Using Four

t_ Proximity Sensors Integrated with JSC Four-Claw End Effector and

i Simple "Go-No Go" Event Display
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Figure 11. Force-Torque Sensing Event Example
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Fisure 12. HulCipoinCProportional TouchSensors w£ChNumeric
and Color Graphics Displays
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EVENT: INCREASEOF CONTACTAREA

I I P'/',",",",",",'X_Ijj_j j j _wtJr//4_:/Ar_ q:

DISPLAY t r//_;] I
FORMATOF I E/'///A I ,

4x8:32 "_SENSITIVE _
CELLS:

ltifl _ ,j

I

IF NO. OF SENSITIVE SC< 16 16<_SC<24 SC_24
CELLS(SC)UNDER
PRESSUREIS:

THENCOLORIS: RED YELLOW GREEN

(NB: THESHADEDCELLSARETHOSEUNDERPRESSURE.
THEYHAVETONESIN THERESPECTIVECOLORS

DARKERTHANTHEUNSHADEDCELLS.)

Ftsure 13. Touch Senslng Event Example
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A. OVERALLPROGRAMSTRUCTURE
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I
B. GETDATAANDDISPLAYFUNCTIONS

READSENSORDATA

LINEARIZE SENSORDATA

J ._ EVENTLOGICAL TESTS _1

Flsure 15. $oEtvare SystemStructure.for Proximity 6ensor Data Graphics
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INTRODUCTION enable the Operator to move the!

End Effector (and the Payload
SIMFAC is a general-purpose when attached) in the most
real-time simulation facility direct way possible and reduce
currently configured with an the amount of mental
Orbiter-like Crew Compartment transformation required.
and a Displays & Controls (D&C)
Subsystem to support the Automatic sequences are
engineering development of the available to manoeuvre the arm
Space Shuttle Remote between fixed points. A
Manipulator (SRMS). terminal position and attitude

may be determined by
The simulation consists of a pre-programming or by detailed
software model of the Operator input via a keyboard.
anthropomorphic SRMS The system will move in an
manipulator arm including the optimized path to the terminal
characteristics of its control point, provided the initial
system and joint drive modules, conditions have been
Structural flexibility is fulfilled.
modelled by presenting the
principal modes in six degrees SIMULATION & SCENE GENERATION
of freedom. SUBSYSTEMS ....

The SRMS control system is A master/slave computer pair
normally operated in a Resolved (TI 980B), an Array Processor

Motion Rate Common mode, and floating-point hardware
commonly known as the Manual complex execute all
Augmented or simply Manual computations under a
mode. The point of resolution simulator-oriented multi-task
if just inside the tip of the operating system (SIMTOS),]

End Effector of the arm, where driving a multi-process
the head of the Payload Grapple interface to which all
Fixture would fall when in the displays, instruments and other
nominal position for legal input/output circuitry are
capture. A Single mode is also connected. An extensive set of
available for selection, peripherals perform data
whereby the Operator gathering and software
individually commands each development/maintenance tasks.
joint in turn. In both of
these modes a Coarse/Vernier Displays in SIMFAC are driven
range may be selected, and Rate by a set of three Varian
Hold function may be applied in computers (V73), an array
the Manual mode. processor and picture

generation hardware. An Aft
Four coordinate systems may be and an Overhead out-the-window
selected which define the point scene are presented on two
of resolution and the spatial large CRT screens equipped with
system response to hand pancake windows to approximate
controller inputs. The infinity optics. Two smaller
principal reason for this is to monitors simulate CCTV scenes

from six possible camera
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positions in selected pairs. Of Caution/Warning annunciators
these the camera mounted on the include a Master Alarm coupled
wrist of the arm seems to carry with an audio tone, and a
the greatest impact and will be lighted annunciator panel. The
discussed in detail below, two most frequently activated

are the Reach Limit Alarm,
The visual presentation is indicating that one of the
driven by a serial data link joints is too close to its
output from the simulation angular limit, and the
subsystem, delivered every 50 Singularity alarm signalling a
msec, the pictures are limited arm geometry such as
refreshed three times between that of the arm at rest in its
the frame updates. Camera latches, fully extended and
controls enable the Operator to unable to accommodate an
zoom all cameras, and to pan applied load by yielding to
and tilt all except the End excessive forces.
Effector (Wrist) Camera.

The manual control problem can
Cockpit displays and controls be appreciated by considering
resemble the Manipulator that the design load limit of
Station of the Orbiter. Mode the arm is a deflection of 25.4

_f selector switches, digital mm (I.0") under a lateral force
8 position�attitude�rate readouts of 4536 g (i0) Ibm, with the
i_ and a comprehensive Caution & not-to-exceed limit being 4763
_- Warning annunciator panel are g 15 ibm. Software stops
_: mechanized and driven by the provide protection by refusing
_' main model outputs, to drive a joint into its hard
_:/ stops and arm movement ceases

A Translational (THC) and a completely if the Reach Limit
_ Rotational Hand Controller alarm does not result in the
_i;: (RHC) are mounted to the left reversion of the manual ._

and right of the D&C panel. The inputs. _:
%_: THC has one linear and two
_i pivoted axes in a package THE SRMS TASK IN SIMFAC :i
_ _epresenting the flight
!_-_ article. It controls the rates The principal task of the SRMS
/i_ of movement in the X, Y and Z Operator is to manoeuvre the

ii: freedoms of the point of arm and its End Effector into a
_!_. resolution in the coordinates precise position and attitude
_:i,I selected. The RHC has three with respect to the Payload in
_:_ pivoted axes and controls the order to establish a rigid
_./. attitude (angular) rates about contact with the Grapple

the point of resolution. It Fixture, and thence manoeuvre
!_ also carries the Rate Hold, the Payload into the desired

_i_! Capture/Release and position and attitude with
_i Coarse/Vernier auxiliary respect to the appropriate
_:_ controls. The THC has coordinate references, with
_ rate-dependent damping, both zero residual energy remaining
:_ have spring return and breakout in the total system. In real
_ forces, life, the End Effector must not

_ contact the Payload until the :_
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latter has been secured against man-machine loop, increases the

escape, and must not touch any workload and may lead to PIO

other part except the grapple (Operation-Induced
fixture. The Payload may Oscillations). Among other

initially be moving with things, it encourages capture

respect to the Orbiter or it attempts "on risk", i.e.

may be docked and secured in without the assurance of being

the Cargo Bay of the Orbiter. within legal limits. Since the
Relative velocity in excess of camera is simulated as mounted

0.061 m/s (0.2 fps) constitutes on the wrist, a less than

an illegal capture condition stable platform, arm

where contact must not be flexibility effects generate
attempted. The arm must arrest just such visual dynamics, in

the Payload within 608 mm (2.0 addition to those produced by
feet) after Capture. The the real movement of the

positioning accuracy must be Payload with respect to the End
such that the maximum size Effector. Furthermore, the

Payload 18.24m long, 4.56 m dia Operator is not positioned on

(or 60 feet long x 15 feet the same platform, hence he
diameter) Can be placed into will not receive motion cues to

the Cargo Bay with an help him compensate for the

all-around clearance of 76.2 mm lively visual scene.
(3.0 ins).

A less dynamic but equally
In the case of the simulated difficult situation ensues when

moving Payload, the Operator the principal axes of the

i must establish stable tracking Payload or the End Effector are

with the End Effector before displaced from being parallel
attempting to grapple, in to those of the Orbiter. The

approx. 80 secs. from the time four available coordinate

the Payload enters the systems recognized by the
effective reach envelope of the control algorithm are

arm. This phase is the most referenced to the End Effector,

dynamic of the entire control the Orbiter, and the Payload,
task and will be the principal respectively, and the fourth is

subject of discussion from here divided between the Payload for
on. The tracking and eventual attitudes and the Orbiter for

capture are based almost translations. Euler sequences
exclusively on the visual destroy the spatial

information provided by the correspondence between the hand

CCTV camera carried by the arm. controllers and system response

This scene is presented on a where the coordinate system in

small CCTV monitor to the right use moves with the Payload or
of the Operator with a reticule End Effector, but the Operator
applied to the glass envelope, remains "frozen" to the

This "gunsight" scene has a Orbiter. Furthermore, a
significant impact on the coordinate system, consistent

Operator; any high rate of in the engineering sense, will

movement or oscillatory generate contradictory display

behaviour generates a high gain increments and cause wrong-sign

condition in the external inputs unless its sign
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l j convention is duly adjusted to Operator options such as
conform with the aeronautical Vernier selection which reduces

"positive" and "negative" in the command authority to 10%,
terms of switch or stick and Rate Hold, are used by all
movements. Operators, the former mostly to

reduce the liveliness of the

In summary, the SRMS command gunsight scene and to increase
task is somewhat similar to precision as required. The
flying a airplane by remote system applies Vernier
control, rather than that of automatically on Capture, i.e.

I piloting an aircraft, during the transition between
unloaded and loaded arm, and a

OPERATOR TACTICS AND OPTIONS manual selection reduces the

i Loaded Vernier velocity toSuccessful Operators in the 50%.
| SIMFAC simulations have quickly
1 learned to accommodate the WORKLOAD

! basic system responses and
developed individual but A peak is reached during the
similar command techniques. In Track and Capture task. Arm
the capture task they eliminate flexibility effects appear in _

i attitude errors first, in the CCTV reticule as elliptical ,
Coarse mode at a safe distance oscillations, easily excited
from the Payload, then use with high visual effects
long, smooth approaches, especially at close range•
maintain tracking. They apply However, they damp out if not

ramped, well-damped command further excited and true PIO _ b
inputs to avoid flexibility does not develop. The spare
effects and to reduce the image Operator capacity is i
displacement rate on the End significantly reduced, the
Effector gunsight scene. One gunsight scene is the focus of
attitude and one translational intense concentration The :_• i

correction is applied as a pair selection of Vernier is easily _
to avoid roll-pitch predictable for most Operators, :_,
cross-coupling and to minimize as a function of range from the ._
target displacement on the CCTV Grapple Fixture, since it is
scene. Trained Operators determined by their acceptance
maintain a good inner image of of activity on the CCTV scene.

[

the arm geometry and are able
to avoid joint angle limits, Other sources of increased
estimate the total arm workload include the necessity¢

performance available and even to make ramped inputs to
trade-off rotational vs. command precision movements, to

,_ translational corrections for a perform mental transformations
smooth and efficient approach, in Payload manoeuvering and the

'i The SIMFAC ha6d controller management of the D&C
characteristics are said to subsystem, especially while
make a significant difference operating in the Single mode,

:_ against earlier models which controlling each joint
: had no damping and generally individually. Ramped inputs
_ poor engineering quality, require high concentration over
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many seconds; well-balanced and controllers have been
damped hand controller considered but later rejected
characteristics are essential, in favour of the displacement
Coordinate transformations also stick and rate command with
require high mental effort resolved-motion augmentation.
during the final phases of A six degree-of-freedom
Payload positioning, since a controller would have been
wrong-sign input will not only favoured for a
disturb a near-perfect single�command�input point but
deployment condition, but many had to be abandoned for lack of
cause collisions during the cockpit space and because of
berthi_ task, with the Payload higher design risk.
in close proximity with the
Orbiter. OPERATOR ERRORS AND SOURCES

Displays and Controls Up to the time of this writing,
Management involves mode the main SIMFAC effort was
selection and display directed to validate the
selection, since all parameters flexible arm and SRMS
cannot be simultaneously subsystems simulation, and to
displayed; XYZ position and establish basic controllability
pitch-yaw-roll attitude must be and operability for the tasks
selected for digital display specified. Initial work has
readout. Mode selection must be been completed to simulate
followed by an Enter command to malfunctions and off-nominal
be accepted by the system. The conditions to verify procedures
Single mode involves not only and indicate parameter
display selection (associated sensitivities. No attempts
with the tasks the mode is have been made to simulate
normally used) but also the side-tasks, Orbiter environment
selection of each of the six and on-orbit workload. However,
joints followed by the comments of Operators have been
operation of a double-throw carefully recorded and
switch for positive or negative analyzed, and their assessment
input, of their own performance was

elicited whenever practicable,
In summary, the Resolved-Motion both in terms of the simulation
Rate Control system provides and the simulated SRMS tasks.
adequate means to control the
manipulator arm by one Operator Short of malfunctions, the
as specified for the SRMS reference coordinate systems
tasks. Research work at MIT, and sign conventions presented
NASA/JSC, NASA/Ames and the greatest single problem as
NASA�Marshall have been soon as human operators were
compared with some experimental inserted in the control loop.
setups at Martin-Marietta, as
well as Honeywell and CAE The End-Effector CCTV scene !
experience in fly-by-wire with its reticule is
applications, and command essentially a fly-to display.
philosophies such as the One of the Alignment Aids
replica arm and force-stick (Payload target) resembled the
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dl aircraft symbol usually dynamics, difficult to detecton artificial horizons and monitor. A 18.24m (60 ft.)

and flight directors. An long Payload suspended say
Operator with long flying 15.2m (50 ft.) away from the
experience promptly reverted to Operator may have a very low
the fly-from technique yaw rate but its end bulkheads
associated with that type of move with relatively high
instruments and has had speed, and may contain great
considerable trouble in energy with the maximum Payload
readjusting his thinking during mass of 29,484 Kg (65,000 Ibs).
the demanding Track and Capture Furthermore, arm flexibility
task. With a different target effects and control system
he had no difficulty, responses are very similar in

their visual aspects under
Arm geometry causes non-llnear certain circumstances near the
responses due to limitations in Cargo Bay, potentially inducing
the individual joint drives, the Operator into erroneous |
necessary to ensure that the corrective action.
End Effector does not exceed

certain velocity limits. Finite The SIMFAC Displays and
joint ranges and arm Controls Subsystem resembles I
singularities also cause the Orbiter complement but is
uncommanded stoppages. While not completely representative !
most of these effects can be of it and lacks some of the !
avoided or accommodated by visual impact of the flight

trained Operators, the visual article. The hand controllers I
conditions in SIMFAC do not are engineering model quality
provide texture, hardware but well engineered and have i

markings, shadows and other acceptable force i
assistive side effects, characteristics and feel.

Visual conditions in the Space The harmony of manual input to
Shuttle are expected to vary system response is generally !

between extremes, from good, the controllers providing i
sunshafting and specular a one-to-one relationship with
reflections to near-total the desired Payload or End i,:

darkness. Wide variations in Effector movement. The
illumination will occur with displays follow the system
every adjustment of the Orbiter responses adequately and

attitude or Payload position, present necessary and useful i_
Judgement of depth or X-ranging task information. However, the
is expected to be poor in real harmony between the command

• life as it is in SIMFAC, with inputs and the display
its two-dimensional visual responses is not optimized in

_ displays, that the position and attitude
: information is referred to the

The dynamic aspects of the Orbiter, while the command axes
SIMFAC visual presentation are may be transferred to the End
quite adequate. However, the Effector or Payload. Hence,
SRMS task itself produces the same manual input will
low-key visual cues with low drive one display window or
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another, depending on the Euler needed for future generations
angles. The Operator then has of Remote Manipulators. The
to compensate with mental loop dynamics exhibited by the
transformations and therefore wrist camera in this simulation
is prone to errors and in connection with the human
incorrect inputs. This effect visual and neuromotor channels
is most noticeable in precision is peculiar to large
manoeuvres during Berthing and manipulators and presents a set ....
Payload Deployment, when the of interesting modelling tasks
Operator is "flying the Payload in itself.
on instruments", i.e. making
final adjustments by the GENERAL OBSERVATIONSm i|,

i digital displays. This
observation on SIMFAC resulted The simulation as a whole is
in a change of SRMS coordinate considered successful, judging
systems and displayed values, from the reaction of Operators

tO computer glitches and
The management of displays and malfunctions. These indicate
controls is a significant side that the experienced Operator
task with some peak workloads is very much in the simulation
occurring in parallel with picture and is using his best
other high-activity periods, efforts to perform the task.

AREAS FOR FURTHER WORK Learning curve effects are
readily visible and repeatable,

Visual improvements are being well documented. The task
planned for SIMFAC. Full presented in SIMFAC, that of
hidden line removal and capturing a free-flying
additional scene contents are satellite and berthing it into
considered. As noted above, the Cargo Bay is deemed
the dynamics of the visual equivalent to the worst case
scenes are largely satisfactory task expected to be attempted
and carry a high impact, in real life.

Orbiter-SRMS interaction, Quick setup and initialization
namely reactive forces and the capability of SIMFAC facilities
operation of the Orbiter manned simulation under
attitude control systems, have reasonably consistent
not been fully simulated in conditions.
SIMFAC.

The observed command strategy
Man-machine integration and and Operator behaviour, as well
rigorous Operator modelling as individual performances,
work would be most desirable clearly indicate not only the
from the resarch point of view, existence of an "inner model"
since these ace outside the but the necessity of one even
scope of an industrial in the static sense, whereby
development. Multi-axis hand some Operators manage to
controllers, computer-driven maintain a picture of arm
active force feel systems, configuration regardless of arm
integrated displays may be visibility, and avoid potential
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i joint limits, singularities and immediately questioned as to

collisions, which malfunction is being
pre sented.

Some Operators perform equally
well in dynamic and precision From the point of view of

manoeuvres, others exhibit a man-machine integration, the

distinct preference and success external loop composed of the
in one or the other. No Operator, the Wrist Camera
explanation is offered at this display and the behaviour of
time except the possibility the End Effector due to
that uhe force characteristics flexibility effects and arm

i of the hand controllers may geometry present a intricate

i have enhanced competence in problem. It is impossible tosome cases by matching the analyze these relationships on
individual neuromotor systems, paper and understand the wide

range of factors involved, many
The flexibility of the dynamic of which are intangible, such
arm presented a distinct as the aeronautical control
increase of task difficulty conventions ingrained in
compared to the kinematic arm Operators with piloting
model, but all operators experience. SIMFAC has some
managed to adapt their input shortcomings; to be sure; the
rates and control strategies to visual scenes lack texture,
overcome these effects. It may reflections and shadows,
be noted that both the contrast and similar effects,
increased dynamics in the wrist but the dynamics of the /
camera scene due to presentation are sufficiently
flexibility, and the absence of convincing to point out flaws
an alignment aid target, led to in the man-machine interface
attempts to capture with less and to validate system
than proper alignment or at a stability and operability with
questionable capture dist_,ce, man in the loop.

Simulated malfunctions
,_ presented in SIMFAC generated

three distinct phases of
response in each Operator
participating in the tests. At
first, a malfunction was
immediately considered on the
SIMFAC system, i.e. a

: simulation error. No corrective
action was attempted. In the

:, next phase, most Operators
blamed themselves, claimed Crew
Error and tried to rectify it

._:. until they realized that the
, corrective commands were

ineffective. Finally, :_
absolutely everything out of ,_:,

;- line was suspect, and !
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TI_EOPERATOR

A vehicle huvil18 sensors end actuators for uohlltty and/or mnl_ulatton
controlled by a hu_n operator, end thus eMhling him to extend hlbself to
physLcaIly remote or hazardous environments,

SUPERVISORYCONTROL

A heLrsrehtcal control scheme whereby a devtce huvinR sensors, 8ctuetore
and 8 couputet, end capable of mutououous decielonmkin8 end control over short
periods end restricted conditions ie reseotelyuonltore_4 end Intetlittently operated
directly or reproRrmmed bye person.

344

1979007417-335





Iii -

I

., to maintain. These assertions are borne out by rather ala_ing mortality

-" figures'for coemerclal divers in the North Sea.

Water turbidityand other depth-related factors my require greater

bottom-,line, thus co_unding the decompression-,line factor. ,'ridersuch

conditiorm,, a fixed-capability teleoperatortwhich sometimes is seen as too

clumsy by comparison to • human diver at shallower depths, becomes much
more attractive econoe_callyo

.. .qappily, there is progress in the development of teleoperators, and

•they are becoming less clumsy. In_1_oction and manipulation tasks which
s.t_plycould not be accomplished a few years ago are now achievable, due

to steady progress in the design of video systems, mechanical valves and
actuators, etc. For the inmediate future, however, the primary technolog-
ical factor which is changing the prospects for undersea teleoperation is

the Computer.

Circa 1970 divers seemed to have the edge on n_nned work-vehicles with

manlpulator8 in terms of maneuverability, manipulation, tactile sensing,
and covertness. Because of smaller unmanned vehicles and eventually through_

unmanned unte_.ered vehicles, however, the diver (especially the tethered

diver) is losing his edge. Manipulatlont sensing and cognition remain the

priee_y advantages for the diver, but the computer is changing these also.

The comparison between teleoperators and manned subeersibles is more
clear-cut. The fact is that television cameras can now "see" with less

light tha.nthe human eye, and new sonic imaging systems can see through

densely turbid waters where neither human vision nor video can function, d

Spatial resolutlon or :,ideocan be made to approximate that of the eye by

focusing. Present advantages of manned subamrsibles or teleoperators as
work vehicles (neglecting for the moment personnel rescue) are: steropsls

for close-up objects, and the ability of a human observer with a wide angle
of vlew to keep track of the relative location of different objects. As

the coemmicatlon channel improves, to the point where the manipulator
itself is the limiting factor, a man in a submersible can control manlpu-

lators or video pan-tilt controls Just as well a_ a man on the surface.

The ma_or difference remaining between menned submerslble and teleoperator

are.then cost and safety, as with the diver. The p_essure vessel and llfe-

support equipment make the manned submersible much more costly than the
same vehicle without the pressure vessel and life-_.upport equipment but

with remote control instead. The factors of quality and reliability of

coemmlcation and remote control then become the key factors.

3. Why Supervisory Control of Tel_tors Underseas? Some Assertions
about the Problea.

a. Demands are increasingly stringent in te_ of depth, sensory resolu-

tion, speed and accuracy of power of response for acceeplishment of under-
sea tasks. Some of these tasks are always the same and are amenable to
fixed automation, but many are different each time they occur and therefo_

cannot be done by fixed automation.
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b. In terms of depth and skiZ1 human divers ere reaching their limits,
or when they go beyond these limits they do so at significant risk to life
and cogt in support equipment and personnel.

c. Teleoperators, i.e,,_rsibles having video and other sensors, actu-
.. ators for mobility and mnipulation, and remotely controlled by human opec-

-_, ators9 offer much,promise for extending man's flexible, adaptable, perceiv-
ing and control capabilities into remote and hazardous environments.

d_ Present teleoperatorsare quite limited in sensory capability (e.g.,In
turbid water), in manipulation capability (in speed and dexterity as compared
to human hands), and in dealing with distortion in man-machine communication

i (misorientationof teleoperator to human body, time delays and noise),

e. Computers are rapidly gettIng miler in size and power re.mdx_nt ,_

! and cheaper in cost for a given computing capability.

f. While accomplishment of one-of-a-klnd undersea tasks by intelligent
_ and cmnpletely autonomous robots may have appeal, we simply do not have

available at this time such devices or the understandIng to build such de-
vices.

g. Undersea systems, like aerospace systems, demand conservative design
_ause unreliability poses severe costs.

h. The most i_mediate and reliable approach would appear to be to add
!: modest computer aiding and "artificial intelligence" to teleoperators, re-

talnlng human sensing, motor, memory and decision capability_ at least for

i higher level planning, decision-making, and control.
i. Over a longer period of yearst as computer control and artificial in-

telligence become more sophisticatedt certain h_aan functions in teleoper-

atlon may be replaced, but greater need and demand will be placed upon
other human functions_ and in these respects the need for improved man-
computer interaction will increaser not diminish.

4. Relative,Roles of Nan and Computer. add Man-Computor O:_munica.,tt. ,o,n.i _ , . ,,l i i i i

_. In analyzing the relationshipbetween hmmn operator and computor in
_: teleoperationtit is useful to consider how htman behavi.oralcomponents,
_. through two basic forms of commnica_ion are used in four hman ..%upervisory:i ' ' | m

roles. Figure 2 sum_rlzes the situation by arrows indicating causallty
, between descriptors.

_ Comn_ndinq the co_)utor is done by either typing strings of symbols
" or pushing dedicated buttons or switches (symbolic commands) or moving a
-_. Joystick or replica controller,where there is a geometric isomorphism be-
_:_. tween control movement and its meaning (a_a!oqic commands). _ can
i also be of symbolic displays (alphanumerics) or anaZogic display_tures

or geometric dlagz,_ms).Ima_inin_(inten_almental visualization)may also
_ be symbolic or analo3ic.
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Figure 2. Relative Roles of Man and Computer
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Supervisory c0m_nds may be for p_oses of planninq information,
such as referencing computer memory or testing e potential future action
on a model; they may be for orderinq teleoperator* action; they may be
for making computer adjustments while monit.Or_g teleope_rator.action; or
they may be for intervenin9/in teleoperato r action to assume direct manual
control. Observation of displays is indicated in both the planning and
the monitoring role of the operator.

As s_._n in the fourth row, the teleoperator may be ordered to act
in two different w_ys. One Is where the man shares control with the com-
puter, i.e. the two work on the same task at the same time. The other is
where the man trades control on all or;some of the tasks, i.e. for those
t_sks he gives over cos_lete control to the computer. Intervention Beans
that the caqputer t_ades control back to the man. When control has been
traded to the computer, part of the ac_ of monltOrlng ls to observe (analoglc
and slmbolic) displays of its performance, as shown by the u_ard arrows.

The computer0s alternative operating roles when sharing eon_col with
the htman operator are relieve , i.e. do things which sake his work easier,
and extend, i.e. pushing his performance beyond where it would normally be.
When control is _aded to it the computer may _ the operator by being
ready to take over in case he failat,or it may replace him altogether.

While this taxonomy of relationships at the present has no corresp_d-
A_ quantitative theory, it has been useful to the authors in. thinking
about what Is desirable for nan-computer con_ol of teleoperators. In par-
tlcular it has helped us think through the various forms of ccmputer aiding
which ntlghtbe proc/calmed into an experimental system. And it has clarified
for us the potential of using a combination of general purpose typewriter
and dedicated on spectal-plwpose keyboard commnds (symbolic)and force-
reflecting master-slave and rate commands (analo_ic).

5. St_,SeMaN: ^ System, for Supervisory _anipulation

A brief description of a thesls by T.L. Brooks in progress at the Nan-
Kachine Systems Lab at NIT is _iven on the following pages as an crumple
of a supervisory mnipulator system. This system is called SUPERMAN. Fig-
ure 3 shows the general relationships between the multtpla inputs (keyboard,
dedicated w/s_:olic keys, and analog inputs), the computer states (STANDBY,
DEFINE, EDIT, ZX_Y_E, AND TAKZOV_R)and the control modes (RATE,
MASTER/SLAVE AND RATE, MASTER/SLAVE, and COMPUTER control).

STANDBY State - When the computer is in this state, control resides
with the main prognm and the operator. By pressing the proper button on
the control console, the user can enter a par_tcular mnual control mode
Or another computer state (see Figure 4).

Manual Ccnt:ol Node - a manual con_ol mode is the method
wh&Ch the use_ analogically interacts vlth the am. A control mode is
independent of the state_ F_: example, the control :ode might be PASTER/
$IAVE while the state is EDIg. Thee are three kinds of modes:

349

1979007417-340





ORIOI]_IALPAGE I_
OFPOOBQUAbtTY

J I I II I I I I



a) RATE - The individual degrees of freedom are controlled

through rate commands by switches on the control console and a poten-

tlometer for rate adjustment. Both rate and resolved-motlon rate are
available.

b) MIXED MhSTER/SLhVE AND RATE - The master acts as a spring-

loaded _oystlck in the X, Y and Z axes, giving rate commands to the Xt

Y and Z axes of the slave proportional to displacement of the master, .-._
(The rate of the slave arm is then reflected in the force feedback

level which the operator feels in the master,) Both rate and resolved i

motion rate control are available. The remaining degrees of freedom, i

the left and right elevation t the azJJnuth and the end-effector are con- ._
trolled in a master/slave mode.

c) MASTER/SLAVE - The slave arm is driven to duplicate in position

the action of the master. Any force felt by the slave is reflected to

the master giving the operator force feedback (i.e. proportional to

position disparity between master and slave),

DINE - DEFINE is the primary state through which the operator enters "
a string of commands to be executed. Commands are entered by pressing i

specially dedicated buttons for each function, All of the buttons used in 4

the DEPINE state have dual functions (see Figure 4 - dual function buttons "i
are 0-15).

EXECUTE State - As the title implles, the string of commands is exe- /
cured through this state. During the execution of the cosm_nd register,

if the operator desires to take control, there are two methods available.

The operator can take innediate control: (1) by pulling on the appropriate i
control stick (i.e. the MASTER in the case of MASTER/SLAVE or MIXED -I
MASTER/SLAVE AND RATE modes or the rate switches in the RATE mode), or
(2) by pressing the STOP button (all action ceases after the STOP button

has been pressed unt21 the operator signals for continuation or return

to STANDBY). The operator can execute a string of commands which have
been saved as a task file by pressing one of the lighted TASK FILE buttons.

The operator also has the option of executing the current camand register

by pressing the EXECUTE button. This allows the operator to define a
string of ccanands and immediatelyexecute them to determine if any modi-

fications are necessary. After the operator is sure the coNnand string

performs the desired function correctly, that function can then be saved
as a task file or a named file.

.J

TAKEO_ S.tate - TAKEOVER is a transition state between control modes,
i.e. from coa_uter control to the control mode in effect before the EXECUTE

command. Special problems result during this state due to the mismatch
bebeeen the master and the slave at the time of the takeover. The diamond

in Figure 3 signifies that after the slmtch has been dissolved, the op-
erator has the option of moving into the STANDBY state or continuing the
EXECUTION state,

The detailed meanings of the DEFINE buttons 0-15 a_e given below:
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BUTTON

Number Command

0 END

Ftnal commandused to signal completion of DEFINEstate.

1 SAVE
l

Used to save the commandregister on the disk as either
a task file or a namedftle. A task file can be recalled
o_ly by one of eight buttons in the STANDBYstate, whereas
a namedfile is saved under a user-designated title and
can only be recalled by the samenamethrough the GETbut-

ton (6) in the DEFINEstate.
2 EDIT

i The EDITcommandallowsthe user to modify the command
register.The followingoptionsare availablethroughthe
keyboardafterenteringthe EDIT state;

a) CHANGEA LINE
b) INSERTA LINE
c) DUPLICATEA LINE
d) DELETEALINE

3 2ND

Used to enter the second function of dual commandkeys.
The first function of each key is printed in black letters
above the button. The second function is written below
the button in gold letters. To enter a second function
command,press the 2ND key and thenthe desiredsecondcom- ,
mand.

4 ERASELASTLINE [ERASE]

Used to erase the lastentryin the commandregister,t

i S GET

Used to retrieve a namedcommandfile from the disk.
_ GET asksfor the nameof the command file to be recalled

and thenlocatesthe file,reads it intothe commandregister
(andreturnsto DEFINEstate)

e

6 RESET

Used to initializethe necessaryinternalvariablesand the
_ commandregisterto zero. ,_

_

1979007417-344



..................... 7...............................

7 THROUGHPATH [TPATH]

Records the present position of the arm for use in EXECUTE
as a through point. (A through point is a position which
the operator desires the arm to move through without stop-
ping, i.e. non-zero velocity point.)

8 INCREMENT(DOF) (XXXX)

Makesan incrementalmotionin the desireddegreeof "'"
freedomby a selectedvalue. The user entersthe INCREMENT

• command,thenthe degreeof freedom(DOF),adjuststhe
desiredincrement(XXXX)throughthe potentiometerand
pressesthe READ POT VALUEbuttondirectlybeneaththe

potentlometer.
9 IF (DOF)FORCE.GT.

EXECUTENEXTCOMMAND
If the force level in the desired degree of freedom
(DOF) is greater than the level set by the operator (XXXX)
the following commandis executed. If the force level is
less than the level set by the operator, the commandimmedi-
ately followingthe IF FORCE,GT.statementis skippedduring
execution. The user entersthe IF FORCE.GT.command,then
t_,adesireddegreeof freedom,adjuststhe forcelevelthrough
the potentiometer.

l
I0 GRASPWITH FORCE (XXXX) [GRASP]

The userentersthe GRASPcommandand adjuststhe force
levelthroughthe potentiometer.

11 DISCRETEPATH [DPATH]

Recordsthe presentpositionof the arm for use in
EXECUTEas a stoppingpoint. Duringexecution,the
slavearm is Roved from its currentpositionto
the recordedpositionwith zero finalvelocity.

12 LABEL(XXXX)

Labels a position tn the commandregister which can be
returned to through a GOTOcommand. The user presses the
LABELbutton and then the number(XXXX) of the desired

i. label.
r
#

13 GOTO(XXXX)

_ GOTOis a conditional commandwhich moves to label (XXXX),
_ unless the operatorsignalsduringexecutionto changethe

i branchto (YYYY)by pressinga differentbutton. To enterthe commandthe operatorpressesthe GOTO buttonand then
_ the number(XXXX)of the labelto whichGOTO shouldbranch.
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14 OPEN

Open jaws•

15 CONTINUOUSPATH [CPATHJ

Records the position of the master manipulator every 0.1
secondfor use in EXECUTE•A continuous path is achieved
by interpolating between the'recorded positions•

2ND- 0 ABSOLUTE

Informs the execution compiler that the commandregtster
ts to be executed exactly as recorded (see RELATIVE). The
user enters the absolute commandby pressing the 2NO
button (#4) and then the ABSOLUTEbutton (#0).

2ND- 1 RELATIVE

Informs the execution compiler that the positions in the
" commandregister are to keep the samerelattve displacement

with respect to each other, but are to be transfomed so
that the ftrst position following the RELATIVEcommand
corresponds to the position of the slave at the time of

i execution• A RELATIVEcommandcan be cancelled by an
) ABSOLUTEcommand,with the result that on!y the positions
_ between the RELATIVEand ABSOLUTEcommandsare transformed.
_i The user presses the 2N5 button (#4) and then the RELATIVEf
i button (#1) to enter the commandin the register.

2ND- 2
through

2NO- 15 not assigned•

_ As an example program consider a string of commands to take a nut off
_ of a bolt and put it in a box• This program can be broken down into two

major sections, one removes the nut and the other places it in the box•
_ Since the user would prefer one nut removal program to be used for all nuts

regardless of the orientation of the nut, a RELATIVEcommandshould obviouslybe the first commandin the register (the P_LATIVEcommandand ell of the
_ following commandsare briefly described under DEFINE) The entire command
) register for the nut removal program would be as follows. The following

I general formats will be followed throughout this example:

_! [ BUTTON PUSH]

(eOT_J)INCS)
"KEYdOARDCO_4A_S"

i COMPUTERREPLIES.
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1 [_T_VE] i
2 [LASEL][1] f
3 [DPATH] Place the slave on a nut and record !

that position by pressing the DPATH 1
button. !

. ._
!

4 [GRASP](200)
5 [DPATH] Turn the end effector 180" and record °'

the position.

6 [INCREMENT][Y] (300) Increment the slave by 300 counts in the {
direction that would pull the nut off, 1

7. [IF FORCE.G'_'.][¥] (I00) If the force is greater than I00 in the !
Y direction, the nut is still on the i
bolt, therefore execute the next i
command,

8 [GOTO] [2]
q,

9 [GOTO] [3] If the force had been less than 100 in
the Y direction, the nut is free and
this comuand would be executed.

I
10 [LABEL][2]

11 [INCREMENT][Y] (-300) Re_u_il the arm to position before
incrementing in #6.

12 [OPEN] Release the nut.

'13 [GOTO] [1] Return to lABEL 1 and continue turning
the nut.

14 [lABEL] [3] End of the first part of task - nut
is off.

[SAVE] "NUT-OFF' Save command register as the named
file "NUT-OFF" (typed in at the keyboard).

The second part of the task requires the manlpulator to place the nut _
in a box. The entire command register for the program to put the nut in the
box would be as foUows:
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1. [ABSOLUTE] The box vould always be in the same
place.

2 [TPATH] Move the slave to a position Just over
and above the outside edge of the box
and record this position by pressing
the TPATH button.

3 [DPATH] Move the slave to a position over the
center of the box and record the '"

position.

4 [OPEN]

5 [TPATH] Enter same position as in #2 by

duplicating llne 2. ._

[SAVE] "NUT-IN-BOX"

At this point the operator could call either program and execute it.
The NUT-OFF program vould simply take the nut off and return control to the
operator as soon as the nut was free. But the present status of each file
(i.e., a named file) requires that the operator type in each name to
obtain the file to execute it. If the operator performs the: follovinS q
commands the file will be saved as a task file which is immediately executed at
the touch of a button:

[GET] "NUT-OFF" J

_. [GET] "N_T-IN-BOX"

The computer viii reply by stringing the cvo files together as one file.
i Then enter:

[SAVE] "TASK-FILE"

and press the button which will retrieve the file (e.g., button #I). To
re:ova a nut and put It in the box the operator simply presses the same
button, the execution compiler transforms the first half of the register
relative to the position of the slave at the instant the button is pressed
and then executes the program. After the nut is removed and placed in the
box the slave returns to the operator's position and the computer relinquishes
control.
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• DISPLAY AIDS FOR REMOTE CONTROL OF I_TETHERED UNDERSEA VEHICLES*

I W.L. Verplank 5""Man-Machine Systems Laboratory N 7 9 _ I 8 I 3Department of Mechanical Engineering

, Massachusetss Institute of Technology
Cambridge, MassJchusetts 02139

Abstract
_J

A "predictor" display superimposed on slow-scan video or sonar data is
proposed as _ method to allow better remote manual control of an untethered

submersible. Simulation experiments show good control under circumstances

which otherwise make control practically impossible.

i. Introduction

Untethered, unmanned submersibles have been limited to automatic control

on simple pre-progrmmned or target-seeking trajectories. More precise navi- 'i
gatlon and obstacle avoidance will require increasingly sophlslcated auto-
matlc control and/or direct control from the surface. Direct human control

through a sonic communication channel will be dlffleult because _f the low

bandwidth and the signal travel time. Probably the most productive approach

will Lea combination of elementary automatic control such as is possible i
with some present.-day tethered submersibles (e.g., altitude or depth and /

heading control) plus display aids whlchmake control easier for the operator.

This paper proposes a display aid which is particularly applicable to the

problems of tlme-delay and slow frame-rate,

2. The Problem

For remote control, there are two sources of difficulty with sonarI

communications: time-delay and slow-frame-rate. Round tri_ time-delay is
_' the time for a command to travel to the vehicle and the first indication o¢

response to travel back. Aca minimum this will be two times the distance

divided by the speed of propagation, 2T. For example, T ffi 1 second
at about 5,000 feet.

Pictorial informal:Ion from television camera or obstacle avoidance se-..ar
will be further delayed because of limited channel capacity. Assuming a _
low resolution picture of 80 K bits and a channel capacity of 10K bits/sec., :_

'_ there would be at mos_, one picture every 8 seconds (S = 8 seconds). J_

The effects o_" trying to navigate with just this pictorial information :_

i are illustrated in Figure i.

_ This work wa_ supported in part by ONR Contract N00014-77-C-0256. The :'

_ untethered vehicle control problem was suggested in dlscusslon_ with the •
Harbor Branch Foundation and the M.I.T. Office of Sea Grant.
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Figure la. Effect of delays from transport time (T) and scan time (S).

The picture from _ is received T + S seconds after it is taken; the
first operator response is received by the vehlcle at least T seconds later,

for a total delay of 2T + S seconds. While the operator is looklng at the

still picture from _ the commands he is sending are actually moving the

vehicle from 1' to 2', as illustrated in Figure lb.

Figure lb. Positions of vehicle at times in Figure la,
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3. Predictor Display 1

Predictor displays were first used for submarine control (Kelley, 1968).
NASA considered predictor displays for remote control of unmanned lunar ._

roving vehlcles (Arnold, 1963) but sent men instead.

"!

The predictor display proposed here presents a symbol superimposed on
the slow-frame-rate and tlme-delayed picture from the vehicle's television

camera. The symbol responds Instantansously and continuously to the operator's

commands predicting "future" positions of the vehicle. For example, refering

to Figure ib, when _ Is complete the predictor symbol would show the

position i'. Before the next picture from_arrlves, the symbol will be
moved, in response to the operator's commands, to position 2'.

! The position of the vehicle is computed from a local model of the vehl-

cle response and the operator's commands u(t), as shown in Figure 2.

L

! Figure 2 Predictor display superimposed on pictorial data! *

Pictorlal or Map Displays

The predictor symbol may prove useful both on pictorial dlsplays
(superimposed on television or obstacle-avoldance sonar) and on map-llke

position displays. Map dlsplays would avoid one dlfficulty of pictorial
displays, which Is loosing the predictor symbol when it moves out of the

field of view of the camera (for example, moving sideways o_: backward). _
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Auxiliary Position Data

If position data is available from transponders or locator beacons, it
could be used to update the vehicle model. With just the pictorial data,
the open-loop prediction would have to span an interval of (at least)2T + S
to ( at most) 2T + 2S seconds. With auxiliary feedback the open-loop
estimate will only need to span the delay of that auxiliary data (at minimum
2T). The signals and corresponding delays are shown in Figure 3. (u(.),
command vector; x(.), vehicle location data).

DlSPI.A'/

Figure 3. DeLays associated with predictor calculation

Adaptive Estlmat_on

Another feature that could be built into the local model of the vehicle

is some estimate of the disturbances (such as current). The current model

as well as the vehicle model could be updated on the basis of the mismatch

between predicted and measured vehicle position.

4. A Demonstration Experiment

In order to explore the effects of the predictor display, an interactive i
simulation was written on an Interdata 70 computer and Imlac graphic display. !

A random terrain was generated and displayed in perspective, updated every
8 seconds, to simulate the pictorial information. A moving predictor symbol

was generated respresentlng the vehicle as a square in perspective. Two straight

ridges were added to the random terrain to serve as a test course. (Figure 4).
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t
! Figure 4. Computer-generatedterrain with predictor symbol

_ The simulated vehicle was controlled by the operator with a spring-
centered 2-degree-of-freedomJoystick. The dynamic response of the vehicle

: was simple integrationwith forward speed proportional to forward-back
position of the stick and turn-rate proportional to left-rlght position
of the stick.. The vehicle was always the same height above the terrain
(simulatlngautomatic altltnde hold), No disturbances,such _s currents
were simulated, Also, it was found important to have a good detent and
dead-zone on the sltck to avoid inadvertent commands.

A stationary "tables'was drawn to indicate where the next picture
was to come from while the "real-tlme" predictor continued to move in
response to the operator's commands (@Igure 5). Dotted lines were added
to this table to indicate the field of view. This reduced the considerable
confusion about how the picture was expected to change and served as a guide
for keeping the vihlclewithln its own fleld of view, which is the best
strategy for using this kind of predictor on the pictorial display.

L .

_ Figure 5. Predictor plus 'Stable"showing from where next picture will come •
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Results

i A typical path, without the predictor, is shown in Figure 6. The dotted ,
i llnes represent ±|terraln-unit from the ridge. The circles represent the .....

vehicle's position every 2 seconds, V's represent the field of view of each

.! picture sen_. Quite often there Is n_ movement between successive dots (2 '
i secs.) or successive pictures ( 8 seconds.) i

_ _ •

/
t

\

?:

p

I

, ..

Figure 6. Typical path wlth Figure 7. Success at slow speed

no predictor with no predictor

Only with extremely slow speed was it possible to keep track of the

ridge. Approximately five minutes and 40 pictures were required to traverse

just one of the ridges (half the course) This is shown in Figure 7.

With the predictor symbol, practically continuous motion was possible.

A typical path is shown in Figure 8. The course was completed in 3 minutes
and 23 pictures.

|

¢
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i Figure 8. Path with predictor display -_

Request Mode

One une_ected finding from these experiments was t_t rather than

sending the picture periodically every eight seconds, sending the picture
only upon the operator's request reduces the total number of pictures
necessa_ and encourages a "move and wait" strategy which avoids confusion.
The difference is illustrated in Figure 9.

Figure 9a, New picture every 8 seconds: "periodic mode"
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L_ a_ _t

"-lJ " " :--_"

Figure 9b. New picture upon request: "request mode"

In the periodic mode (Figure 9a) a short move starting with the receipt

of picture I will not be reflected in the next picture,_ , as the opera-
to1 might expect; instead he has to wait for I • In request mode
(Figure 9b), the wait for pictorial c_nfirmation is minimized.

• °<_ I

o
o

• •

\,..J.
W

j-
+0 • • •

Figure 10. Typical path in the request mode
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A typical path in request mode (using the predictor) is shown in

Figure i0, Compared to periodic modep the time is about the same but the

number of pictures used in one-half to one-thlrd; velocities are higher but
there is a wait for I0 seconds as each picture is taken and sent.

I
On an actual vehicle, probably both modes should be available with the

I request mode used when move-and-walt strategy is appropriate (for precise
_ positioning based on pictorial feed-back, and when environmental disturbances

i are small). Periodic mode is probably more appropriate for less precise
navigation and continuous motion when the predictor symbol can be relied

! upon.

! Another trade-off that should probably be built into the pictorial feed-

_ back is variable frame-rate/resolution. In a more dynamic and uncertain

[ environment (i.e., larger bandwidth disturbances or target motion) sampllng
rate will want to be higher at the expense of resolutlon.

6. Conclusions and Recommendations

For the conditions studied (T - i set., S - 8 sec.) manual control is

not feasible wlthcat display aids such as the predictor symbol. The request
mode is preferred as it seems to avoid confusion and reduce the number of

pictures necessary.

The present results are at best prellmlnary0 We studied only very #

slmple vehlcle dynamics and only one set of delay conditions. Further study
with laboratory simulation can investigate:

i) more realistic vehlcle dynamics,

2) environmental uncertainties such as drift,

3) a broader range of delay conditions and

4) various degrees of partial automation.

Also, the predictor displays (both pictorial and map) could be used

on existing tethered vehicles to simulate untethered operation and evaluate

the. potential for untethered operation, i
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A study was conducted to explore the feasibility of a safety margin and
flight reference system for those powered-llft aircraft which require a back-
side piloting technique. The main objective was to display multiple safety
margin criteria as a single v_riable which could be tracked both manually aud
automatically and which could be monitored in order to derive safety margin
status. The study involved a pilot-in-the-loopaualysis of several system
concepts and a simulator experiment to evaltt_tethose concepts s_owing promise.

_ A system was ultimately cot.figuredwhich yielded reasonable compromises in

_ controllability, status information content, and the ability to regulatesafety m_rgins at some _pense of the a.l_owablelow speed flight path envelope.
It was necessary, however, to utilize an integrated display of two variables --

one to be tracked in a compensatory manner and one to be monitored. Thevariables themselves consisted of linear combinations of the computed critical

safety margin and pitch attitude, and the proportions of :_hecombinationswere
_ definable in terms of the aforementionedcompromises.

_ OlO_OO_

_, k Weight_ coefficientfor pitch attitude

NH zr_.ne ,,pro

V Airs_ed =_i

V_n _inimum airspeed at approach thrust i_

Vminm Minimum airspeed at maximum thrust

_ _ Angle of attack _!_

_max Maximum allowable angle of attack ,!_

7 Aerodynamic flight p_th angle _,

e Pitch attitude '_!

,, * This study _m_ performed under Contract NAS2,.9418. _

!_ 37t _AOE II_I_.?IONAIJ,,Y BLA_" '_o

1979007417-359



32FJIO_ON

The pilot's control technique for a powered-lift aircraft in the approach
flight phase is inherently different from that for a conventional aircraft.
The pilot (or autopilot) of the powered-lift aircraft caxmot simply use I .3
times the power-off stalling speed (for the approach configuration)as the
target airspeed or "flight reference" and be guaranteed adequate safety
margins. Since a powered-liftaircraft derives a significant part of its
lift from a thrust vector which is inclined nearly perpendicular to the flight
path, the minimum speed is determined to a large extent by the thrust or
power setting. This is in dramatic contrast to the characteristicsof a con-
ventions_ aircraft as shown in Fig. 1. Note that the approach speed for a
powered-lift aircraft ma_ be in the neighborhood of the idle thrust stalling
speed (Point A in Fig. I).

In addition to the problem of selecting a suitable speed (or other
parameter) to use as a flight reference which will ensure adequate safety
margins, the pilot may have to cope with some other unusual flight character-
istics. For example, most powered-lift aircraft approach at speed_ on the
"backside" of the thrust required curve. Consequently, a "backside" or "S_OL"
control technique is usually used, i.e., the pilot uses pitch attitude to
regulate airspeed and modulates thrust to control flight path. A typical
flight characteristicresultJo_ from this mode of control and from the thrust
vector being inclined nearly perpendicular to the flight path is shown in
Fig. 2. That is, if the pilot is using airspeed as a flight reference (i.e.,
•_aint_4ning a constant airspeed), it can be seen that to steepen the descent
path angle the pilot must increase pitch attitude'. This is contradictory to
all normal practice and can make airspeed a very con._ing flight reference.

Because of these problems, the pilots of airplanes such as the NASA
Au_nentor Wing Jet STOL Research Aircraft (AWJSRA) m_st use a combination of
airspeed, angle of attack, and pitch attitude as a flight reference. Only
through extensive experience are these pilots able consistentlyto maintain
adeq_mte safety margins. While this use of a complex flight reference has
been acceptable in the research environment, it would not be acceptable
operationally.

m_Ivz

The objective of the program, therefore, was to find _. single display
to be used for maintaining a safe flight condition _n powered-lift aircraft.
Several features needed to be considered, however, which significantly compli-
cated the design of such a system. These are shown in Fig. 3.

The present study was prin_rily a feasibility study and was limited to
an analysis and simulation phase. The results to be presented were obtained
in the context of (i) an existing powered-lift S_DL airplane (NASA AWJSRA),

E
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POWEREDLIFT real

_.,

j-12
B idle

Figure 1. Compazison of 7 - V Plots Between a Conventional
_n_ • Pow._rect-ZcL_Aircr_ft,
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Figure 3. Tradeoffs Involved in the System Design,
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_ (ii) _xisting avionics hardware (STOLAND guidaace, control, and navigation

_ system, Ref. I), and (iii) severe atmospheric disturbauces encountered during

the landing approach flight phase.

i

An extensive study of airworthiness requirements which is described in

Refs. 2 sad 3, defined the required safety margin criteria for powered-lift

aircraft in tezms of the instantaneous angle of attack and airspeed. The
suggested criteria from Ref. 2 ar_.listed in Table I. Figure 4 shows these

criteria superimposed on the AWJSRA flight envelope. The present study

assumed these safety margin criteria for the purpose of defining the avail- "_
able flight envelope. Note that only two criteria dominate, i.e., airspeed

• must be greater than the minimum speed at maximum thrust plus 20 knots and
the angle of attack must be such that a 20 knot vertical gust will not result

in exceeding the maximum allowable angle of attack. The resulting flight

envelope is bounded in Fig. 4 by the lines labeled "minimum safe airspeed."

Table I. Safety Margin Criteria.

I_ (All Engines Operating)

V > 1.15 Vmin (approach thrust)

V > Vmin + 10 knots (approach thrust)

V > 1.3 Vminm (maximum thrust)

V > Vminm + 20 knots (maximum thrust) CriticalM°St !
< _max " sln'1 "20vkn°ts (vertical gust margin) Criteria _!
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VELOCITY

V,._.,.+20kt

!

_1
{.9
Z MINIMUM

q _'SAFE AIRSPEED

rt •

..,I

V,.i.+ 10kt . .

I Figure 4. Relationship of Various Safety Margin Criteria.
(Corresponding to Table 1 for the AWJSRA)

A largenumberof possibleflightreferenceand safetymarginmechani-
zationsthatwere consistent_th this flightenvelopewere examinedand are
describedin detailin Ref._. The analysisutilizedmultiloo_control
systemanalysismethodsand considered:(I) ease of control,(2) displayof
safetymarginstatus,(3) pilotand automaticsystemperformancein maintain-
ing safetymargins,and (4) systemmechanizationas they relateto sensor
and computationalrequirements.The purposeof the analysiswas to sort
throughthe largenumberof possibilitiesto finda few wkichwouldbe worth-

while examiningduringthe simulationphase, i

Fromthe largenumberof implementationconcepts_ ,nsldered,one was
foundto meet designobjectivessatisfactorily.Althoughit consistedof a i
singledisplay,two variableswere involved. One variablewas actively
trackedand thus serveda_ a flightreference. The othervariablewas simply
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monitored in order to obtain high quality status information. This imple-
mentation can be summarized as:

[TrackedVariable] = [ActualMargin]+ k • [PitchAttit_de]

[MonitoredVariable] = [ActualMargin]

where the actual margin is taken as the most critical of applicable airspeed

and angle of a_tack safety margin criteria from Table I •

It is significant that the tracked variable was composed of a simple ._

linear combination of actual mar$in and pitch attitude. This implementation
permitted a direct tradeoff between ideal status information and easy con-

trollabillty depending upon the weighting factor, k. A single value of k
was found to provide satisfactory compromises in the various tradeoffs shown

previously in Fig. 3*.

The manner in which the two variables were displayed was important to

t_e success of the system. The main hardware element of the display was the

S'fOLAND Electronic Attitude Director Indicator (EADI) shown in Fig. 9.
Safety margin information was presented along the vertical scale on the far
left-hand side.

I

i _ ....... i • ..L i

Figure 5. Overall EADI Presentation.

• This value amounted to 10% safety margin change per degree pitch attitude _

change where the nominal operating point was at 100% allowable safety

margin, i!
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Details of the safety margin system presentation are described in
Fig. 6. Note that the tracked variable is displayed directly on the moving
pointer, but that the monitored variable is displayed as the distance between
the moving pointer and a moving scale "floor." This configurationprovided
good relative emphasis on the two variables and did not confuse their respec-
tive roles in the pilot's mind.

- FMoving pointer

tracking / tracked by pilot

error. / -_'_

margin _ _ _-_'_¢*

_L

\ ":=_Movingfloor

monitored by pilot / I

Figure 6. Details of Safety Margin System Display on EADI.

C0_Z0_

The study reported in this paper was successful in evolving a useful
safety margin system and display for a powered-lift aircraft. The flight
reference implementationfound most effective involved a blend of the safety
margin and a linear function of pitch attitude. This concept provided
(i) an easily controlled variable, (ii) correct sensitivityto gusts, (iii)
a guide to correct control action for obtaining good safety margin performance,
(iv) acceptable performance in the presence of large atmospheric disturbances,
and (v) the concept was relatively easily implemented. The main compromise
resulting from the use of this concept was a reduction in available flight
envelope in order to enhance certain contrcllabilityfeatures. (The nominal
operating point was approximately 5 knots fa_ter than the minimum approach
speed permitted by applicable safety margin criteria.) The envelope compro-
mise was, however, controllable in a rational and predictable way by the
fligh_ reference weighting coefficient. FinaLly, the results of the study
have provided the necessary groundwork for a flight investigation.
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A HEAD-UP DISPLAY FOR MID-AIR DRONE RECOVERY
i
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Davis-Monthan AFB, Arizona 85707

and
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SUMMARY

During mid-air retrieval of parachute packages, the absence of a natural #
horizon creates serious difficultiesfor the pilot of the recovery helicop-
ter. A head-up display (HUD) was tested in an attempt to solve this problem.
Both a roll-stabilizedHUD and a no-roll (pitch only) HUD were tested.

lhe results show that fewer missed passes occured with the roll-stabi-
lized HUD when the horizon was obscured. The pilots also reported that the
workload was greatly reduced. Roll-stabilizationwas required to prevent
vertigo when flying in the absence of a natural horizon. Any HUD intended
For mid-air retrieval should dispiay pitch, roll, sideslip, airspeed, and
vertical velocity.

INIRODUCTION

One of the most successful ways to recover drones is the mid-air re-
trieval system (MARS). During these recoveries,a parachute system is de-

1

ployed from a descendingdrone prior to retrieval. A typical pazachute sys-
tem consists of an engagement parachute connected by a load line to the drone
and a main parachute canopy supporting the drone. The main canopy is de-
signed to release when the load line from the drone to'the engagement para-
chute is under tension. The load line is routed up the main canopy risers
to a break-tie at its apex, then up to the engagement parachute. _

To recover the drone or other object, the pilot flies the helicopter to
approach the engagement parachute from the side opposite the load line.

• 0
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This location is shown by an aiming panel on the main canopy. The helicopter
has three hooks rigged beIow it which catch load carrying members in the en-
gagement parachute. These hooks are connected to an energy absorbing winch
aboard the helicopter. As the ioad line absorbs the tension after engage-
ment, the apex tie releases, Followed by main canopy separation, and the
drone is carried by the load line supported from the helicopter. Figure l
shows the heiicopter and parachute system just prior to engagement.

Safe and consistent MARS operations depend on the pilot's ability to
match the helicopter'svertical veiocity with the parachute's while cIosing
with the top or the engagement parachute. At the same time, the helicopter
must approach From a specific directinn to ensure that the load line will not
be pulled through the main canopy.

The pilot's primary visual cue is the alignment of the helicopter, the
top of the engagement parachute, and the horizon. If the horizon is obscured
by smoke, haze, or clouds, or if false horizons are present, the pilot has
extreme difficuIty in judging his position relative to the target. Under
these circumstances,attempted recovery can be dangerous and Fruitless.

Variations in the size of the parachute canopies can produce illusions
or being too high or too low relative to the engagement parachute. The pilot
must allow the canopy top to pass beneath the Fuselage as the helicopter
closes with the engagement parachute. The apparent change in position from
level to approximately twelve Feet below the helicopter can make engagement
difficult to judge. These visual problems are compounded by the need for
precise heading and roll control since any degree of uncoordinated Flight is
magnified in the pole position. Airspeed must be maintained within a small
band (45 to 60 knots) for proper operation of the energy absorbing winch.

The head-up display has been used to assist pilots during visual track-
ing tasks. The HUD is an outgrowth of the reflecting gunsight and presents
Flight instrument data in the pilot's Field of view as he looks at external
visual cues. Io date, HUDs have been applied to two main areas: weapons
delivery(_) and landing approach(_,_). A survey of HUD technology is also
available(_).

HUDs serve to combine real world visual cues with derived data. These

data sources are complementary. It would be difficult to reproduce the real
world cues artificially. At the same time, the derived data presents infor-
mation that the pilot cannot perceive directly, or only with greatdifficulty.
One must be careful, however, to ensure that both data Fields are compatible.
As Singleton points out(_), there is a basic incompatibilitybetween the
redundant, analogue data of the real world and the symbolic, often digital
data of artificial displays, lhe problem is Further complicated by the need
for careful attention to retain proper balance, so that the proper display
(real world or artificial data) dominates. During visual tracking, the real
world must dominate with the flight instrument data providing supplementary
information, lhe roles reverse during instrument flight. However, the HUD
must not be such a compelling sight that the pilot Fixates on it to the ex-
clusion of the real world. This has definite implications on pi]ot learning
andhas been reporLedelsewhere(2). Thesecomments were verified by conversa-
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tions with HUD-qualifiedpilots prior to the development of the test p/an
for this study, as well as during preliminary HUD flights.

EQUIPMENT DESCRIPTION
t

The particular HUD evaluated in this study is a modified electro-mechan-
ical unit manufactured by SundstrandData Control. The system consists of
two pilot display units, a control module, and a computer. The HUD was de-
veloved from a commercial t:ansport display known as the Visual Approach
Monitor (VAM). lhe VAM presents pitch and longitudinal flight patch infor-
mation to the pilot. No roll or heading information is supplied. The VAM
was designed to minimize the problems of judging final approach path angles
during visual approaches. It is presently in operational use with Pacific
Western Airlines in their arctic support flights(_). It has also been eval-
uated in several military and civilian airplanes.

Roll information is not considered essential since the VAMwas designed
for use on final approach in visual conditions only. Later VAMBincorporate
an airspeed index showing deviation from a reference speed. A color-coded
index shows deviation with a red S for slow, a yellow F for fast, and a green
O for correct airspeed, lhis peripheral cue is simlliar to the angle-of-
attack indexes on some military airplanes.

lhe Light Line is a further development of the basic VANdisplay. De-
veloped under support from the AFFDL, the Light Line presents both pitch and
roll information as well as a flight path angle display appearing as a beam
of light emanating from the airplane to the projected impact point. Ihis
display was evaluated as an approach aid in USAF I-}B airplanes at the In-
strument Flight Center(6).

The HUD used in this study is a further development of the VAM/Light
Line displays. At the start of the pro(.am, it was not clear if roll-stabil-
ization would be required, lherefore a roll/no-roll option was provided
through a roll cut-out switch. Airspeed data was provided with a VAM-type
airspeed index, and a "ball bank" indicator _howed sideslip information.
Figure 2 shows the symbology of the test M_:S HUD.

SCOPE OF EXPERIMENI _

lhe overall purpose of this program was to determine whether a HUD will
assist the pilot of a MARShelicopter with recoveries in low visibility con-
ditions and will also enhance training and standardization, lhe experimen-
tal objective was to determine whether a no-roll presentation is acceptable
for MARSoperations. If not, is a roll-stabilized horizon bar acceptable?
Specific questions to be answered were: (1) What changes in MARSperformance
(precision and smoothness of control, airspeed control, and maintenance of
the sight picture) are attributed to the HUD? (2) What is the pilot workload
change induced by the HUD? (3) What are pilot preferences for, and potential
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operational problems associated with roll-stabilized and non-roll-stabilized
HUD formats? and (4) What changes in HUD format, data, or procedures will
help lmprove MARS performance?

The evaluation was originally pIanned to be conducted in two phases,both
to be flown from Davis-Monthan AFB, Arizona, in visual flight conditions.
Phase I was to be flown using 80 Ib weights with modified personnel para-
chutes (fWs) as targets. Actual engagement was not planned. A counterbal-
anced experiment was designed using the two HUD presentations (roll-stabi-
lized - RH, and rig-roll- NR) and a no HUD control (NH). The experiment
was arrat_gedto yield useful data with as few as four subJectsand six sorties,
although the planned numbers were six subject pilots and ten sorties.

Phase IT was to follow and consist of two MARS recoveries of 1800 lb
dummy vehicles (DVs) with tandem parachutes (main and engagement parachute
system described above). This phase was intended to validate the results of
Phase I which used single parachutes as targets with no recoveries. During
Phase I, the advantages of the HUD were so obvious that Phase I was curtailed
at the minimum allowed in the experimental design. Phase IT was expanded to
include a thirty day operational evaluation at an operating location (Ol).
During this evaluation, eighteen operational drones were recovered using
the HUD.

PIIASEI: INITIAL TESTING

Each subject pilot flow on one or two sorties. A sortie consisted of
approximatelythirty minutes of familiarizationwith the HUD, followed by up
to twelve simulated MAR5 passes to TWs. All three HUD configurationswere
used on a given sortie: RH, NR, and NH. The order was varied to minimize the
effect of learning. Each subject pilot completed a pre-experimentquestion-
naire, rating cards after each series of passes, a post-flightquestionnaire,
and a post-experimentquestionnaire, the safety pilot completed a rating
card after each pass.

A total of six sorties were flown using four subject pilots. All four
subjects were well qualified in CH-3 MARS operations. CH-3 flying experience
ranged from 800 to 1800 hours with a total flying experience range of 2500
to 2950 hours. All pilots were CH-} instructor pilots. The safety pilots
were also CH-3 instructorp/lots. One of the subjects also served as a safe-
Ly pilot after he completed his flights as a subject. None of the pilots had
flown any HUD-equipped aircL'aft prior to this evaluaLion.

Pre-experiment Ouestionnaire

In addition to establishing the subjects' qualitications,the question-
naire asked for their assessment of the MARS mission. Counting the safety
pilot and the copilut on one Phase IT DV recovery, six questionnaires were
compleled. The consensus was that the most significant visual problem was
determining the position relative to the engagement parachute in the absence
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of a natural horizon. The pilots also commented on the difficulty of transi-
tioning from keeping the parachute on the horizon to passing over the canopy
just prlor to engagement. Two pilots felt that roll information would be very
important in a MARSHUD, but not essential. Three felt that it would be
desirable, and one pilot had a neutral opinion.

SubJective Workload

There was no major change in overall subjective workload as reported by
the pilots. However, sideslip was perceived as easier to control with either
HUDthan with no HUDo Roll was reported to be easier with the RH configura-
tion than wlth the NR HUD. Table I shows the data.

Need for Additional Data

rile pilots all felt a need to come "inside" for more data than was shown
on the HUD. All reported a need for airspeed until they adapted to the aic-
speed indexes. All required vertical velocity data. Rest required sideslip
information with NH, but either HUDprovided this data to the pilots' satis-
faction. Roll and pitch data were required in the absence of a HUDby some
pilots; the RH configuration eliminated the need to come lnside for either.
One pilot felt a need for torque oc RPN,

The need for additional data is sun,narized in Table If. The HUDwas felt
to be useful only during final approaches since the horiz=_ bar was displaced
beyond the limits of the combiner glass during the turns to final approach,

No focus or visual conflict was reported. Two pilots reported difficulty
with the airspeed cue. Commentswere also made about the HUDblocking the
view of the parachute as it passed beneath the helicopter.

Performance

Under the excelJent visibiliLy conditions present aL Davis-Nonthan AFB_
there was no difference in the miss rates (reported by the safety pLlot or
by the pole operator) between the RH and the Nit confiqurations. Both had
miss rates of 22._ (4 misses in 18 passes), lhe absence of roll data causes
the miss PaLe to increase to 28_ (4 misses in 14 passes). [his is not statis-
tically significant.

i Concern Over High or Low Passes i

: The pilots were generally less concerned over high or low passes with the _
HUDthan wiLhouL. One pilot eolnmented that while he was less concerned in
general, the lo_s of sight of the parachute on short final (blocked by the HUD
hardware) did bother him° (Note= this subject pilot also fle_ as a safety
pilot and as a subject pilot during Phase ]l and felt that it was not a prob-
lem after adaptation.) Either HUOconfiguration caused the "hits" to be con-
centrated at the pole tips.
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Other Comments

Additional commente were made. Significant comments (paraphrased)are:
(I) Airspeed too far From center () subjects), (2) Display should be moved
closer Lo pilot (3 subjects), (3) HUD would help training by providing a com-
mon sight picture Lo instructor and student (3 subjects), (4) Practice Lime
was Leo limited (3 subjects) and the ]earning curve was slow For aiCspeed con-
trol (I subject), and (5) The horizon line should be made more intense than
the aiming V (I subject).

PHASEII: OPERATIONALEVALUATION

Following the decislon to conduct an operational evaluation at the OL,
the two pilots chosen to fly the evaluation each flew a training sorties con-
sisting of practice MARSapproaches to two TWs, followed by a sorties with an
actual recovery of an 1800 lb DV. The two pilots were already experienced with
the HUD, having flown as safety pilots in Phase I (one also Flew as the first
subject).

The HUDwas removed from the helicopter used for Phase I and for the four
sorties described above, it was then taken to the OL and installed in another
CH-3. Eighteen operational recoveries ware made at the OL during the month of
April 1975. Only the RH display was used for recoveries during this phase, al-
though the NR moae was briefly evaluated during other Flying in the haze con-
ditions prevalent at the Ol.

Both DV recoveries at Davis-HonthanAFB were made on the First pass. OF
the eighteen HUD-assistedengagements at the OL, sixteen were made on the
first pass*, one on the second, and one on the third pass. One mission had a
no-HUD recovery (4th pass) because of excessive display vibration, ]he miss
rate using the HUDwas 14% (per pass),

Benefit of HUD

The second operational sortie typifies the benefit of the HUD. On this
sortie, the load line break-ties had separated from the main canopy resulting
in the engagement parachute lying over and remaining at the same altitude as
the main canopy. With the horizon obscured by haze, rain, and clouds, the HUD
alJo_ed a BuccessFul recovery on the first pass. The pilots Felt that in the
absence of a HUD, there would have been multiple missed passes an6 very likely
a lost drone.

The pilots felt that pilot workload was much lower with the HUO.

_isu_l Illusion_

Both pilots co_ented on an illusion during passes with the HUD in mar-
gins1 weather, lhey had the illuslon of being correctly lined up with the
engagement parachute, but the fILM)showed them to be high. Confidence in the

* Counting one tear-out as a successful pass
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HUDfrom their experience in Arizona allowed them to use the HUDto correct
their flight paths and make consistent catches.

t

Need for Roll-Stabilization

lhe HUDproved to be highly satisfactory under adverse _eather conditions
with roll-stabilization; but without roll a serious problem was encountered.
Both pilots felt that manuevering in haze induced vertigo, lhey considered
that roll-stabilization was an essential requiremant for use in reduced visi-
bility.

DISCUSSION "_

Operational Effectiveness

[here were 77 NARSpasses during the evaluation. Of these_ fifty passes
were made to 80 lb IWs and success/failure was estimated by the safety pilot
or pole operator. The remaining 27 passes were made to DVs or to actual
drones with success being defined as an engagement (or a tear-out). Of the
77 total passes, twenty-five were made during drone recoveries in haze at the
0L. ]he remaining passes (50 IWs and 2 DV_) were made in good weather in
Arizona.

Wemust further separate the data intu learning and steady-state perform-
ance. To do this, we shall classify all no-HUD passes as steady-state _ince
all subjects were considered to be highly qualified by their organizations.
All Phase I passes with either HUDshould be considered as learning passes.
Ihe actual recoveries made using the roll-stabilized HUO, both DVs and opera-
tional drones, can be classed as steady-state performance. Thus we have _2
]earning passes and 45 steady-state performance passes.

]he performan('e comparison between the two HUDversions can only be based
on the learning data. Because of the small sample size, the differen:e in
miss rates is not significant.

]o cow, are the performance of the RH and the no-flUe baseline, we must use
steady-staLe performance and, as a result, e_late the difficulty of making
passes to IWs and to tar=demparachutes, although the motion of the tandem
parachute system makeu actual recoveries harder. Likewise_ we must equate the
difficultyor operating in Arizona in good visibility to the difficulty of i
operating at the OL in haze and smoke. Since the NH passes were mostly made i
to INs at Davis-Nonthan AFB, these assumptions are heavily weighted against
the HUD. !

Nevertheless, the miss rates were ._uch lower with tim }IUO (] misses in
23 passes or 13_) than witt_0ut the tlUD (J2_ missed). Again the limited data
precludes mly statistical test (XZ=2.29, dr=l, O.2>p>O.l). HoweverD in view
of the heavily biassed test conditions, this difference in miss rates should
be considered valid.
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Mission Success Rate

To convert from miss rate (i. e., fraction of passes missed) to mission
success rate (i. e., fraction of drones recovered), we use the familiar par-
allel redundancy formula:

MISSION SUCCESS RA]E = 1 - (MISS RATE)n

where n is the number of passes possible befor_ the drone is too low for a
safe pads. With a typical value of n = 3, we can compute the mission success
rates. For the roll HUD, the learning curve performance is 98.9% and the
steady-sLateperformance in 99.8% of all drones recowred. The steady-state
baseline (no HUD) performance is 96.8,%.

Again, the assumptions favor the no HUD case. If we look at the one
sortie where the HUD malfunctioned (3 misses out of four passes), the corres-
ponding mission success rate for no HUD in haze would be 58%. This figure
is consistentwith mission recovery r3tes of less than fifty percent which
have been reported in no-horizon conditions.

Flight Safety

The primary hazard during MARS operations is collision with the para-
chute. During Phase I, it was noticed that the successful passes with the HUD
were concentrated at the pole tips. This effect is probably the result of the
aiming V helping the pilot to make a smooth transition to allow the parachute
to pass beneath the helicopter into the engagement window. While this effect
was only noticed with passes to TWs, it will undoubtedly reduce the number of
nose or belly slaps during training and certainly minimize the risk of a ca-
tastrophiccollision. It is not ciear whether the aiming V should be adjus-
table to accommodiatedifferent size parachutes. The pilot opinions were
divided and no tests were conducted.

While no particular problems with the no-roll HUD were noted during
flights in good weather, the pilots at the OL did report a strong tendency
toward vertigo when flying the no-roll HUD in restricted visibility. This
represents an unacceptablehazard.

One sortie was cancelled because of invalid pitch data on one HUD. This
can be a serious hazard in instrumentweather conditions or if the horizon is

not visible. Serious considerationshould be given to incorporating an in-
strument comparator to warn against invalid data. Failing this, crew proce-
dures must be developed to ensure that discrepanciesare noted. However, it
will be difficult for the non-flying pilot to crosscheck his HUD with his
panel instruments.

Displayed Data Requirements

The basic MARS HUD was intended to display pitch, sideslip, and airspeed
with an optional roll display. The pitch display was the primary display
needed for MARS. Since sideslip and airspeed were critical for successful
engagements,they were also included. Part of the experimental design was to
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evaluate the need For roll. The HUDalso included an aiming V to assist the _:
pilot during the transition just prior to engagement. During the evaluation,
pilot comments suggested that vertical velocity data be added.

Pitch. Lack of adequate pitch cues from the horizon was the original
reason for the HUD. We can, therefore, presume that pitch is a requirement
for a MARS HUD. However, with a pitch malfunction, the airspeed, sideslip,

, and vertical velocity data would still be useful. Pitch failure, then, need
only extinguish the pitch and roll displays (and the aiming V).

Roll. Roll can be considered a requirement primarily as a vertigo
avoid'_'measure. Roll failure must extinguish the pitch and roll displays.

Airspeed. No test without airspeed was conducted. We conclude from _=
pilot comments that it is required. Airspeed failure need only extinguish
the speed indexes.

While the use of the three symbol airspeed display is adequate for de-
termining both the actual airspeed and trends, some learning over and above
the normal HUD familiarizationseems to be needed.

Sideslip. likewise, no specific evaluation of a no-aidesIip HUD was
done. Based on pilot comments, we conclude that it is a requirement° The
original ball bank display was too hard to read For small sideslip angles.

As a result, the opaque ball was changed to a triangular shaped sideslip in- ]
dex. The display, as modified, is adequate for the BARS mission. Bad side-
slip data need onIy extinguish the ball bank display.

Vertical Velocit_z. The original display had no vertical velocity data.
However, the majority of the pilot comments indicated a need for such data.
The reason for this can be Found in the Air Force handbook on instrument fly-
ing(_). This approach divides the flight instruments into control and per-
formance instruments. The pilot makes his control inputs be reference to tho
control instruments (such as ADI or power/thrust) and monitors the aircraft's
response by reference to the performance instruments (airspeed, heading, or
vertical veloeily).

The BARS pilots, having made a pitch or power correction to fly up or
down relative to the parachute, felt the absence of a vertical performance i
instrument to monitor their corrections. This explains the need for vertical ::_
velocity data. Apparently, they fell able to do without a power control in- _"i_.
strument. Perhaps, kinesthetic feedback From the collective position was
sufficient. One pilot did comment on the absence of torque or RPMdata.

24
During the recovery after engagement, the pilot must, at maximum torque, _

trade altitude for airspeed. During this transition, the vertical velocity
data is also needed. A torque display is not needed since the pilot can sense
maximum torque from the RPM droop. As a result of these observations, the
production MARS HUD incorporates a vertical velocity display. Preliminary
pilot comments to this addition were favorable.
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Aiming V. The aiming V was commented on favorably by the subject pilots.
However, no concensus could be reached on the need for different Vs for dif-
ferent sized parachute canopies.

Modified Display. As a result of the testing and pilot comments, the
symbology was changed for the production MARS HUD hardware. The revised
format it shown in Figure 3.

CONCLUSIONS

The HUD system (with roll) will enhance MARS performance during periods
of reduced visibility. It will also enhance safety during training by causing
the passes above the target parachute to be higher -- reducing the chances of
the helicopter'sstriking the parachute. Roll stabilization is a safety-of-
flight requirement to avoid vertigo in no-horizon weather conditions. Roll-
stabilizationappeared to improve performance over the no-roll case; however
insuffient data was available for a statistically valid test.

Pilot workload is much lower when using the HUD. Iraining to use the HUD
should require practice passes to 2-4 training weights, assuming a MARS-quali-
fied pilot. The ability to make full use of the airspeed cue on the HUD may
require additional time. The airspeed learning curve seems to be quite var-
iable from pilot to pilot.

[he MARS HUD should display pitch, roll, sideslip, airspeed, and vertical
velocity data. A reliable self-test circuit is highly desirable. The horizon
line should be more distinct than the aiming V.

While the HUD should enhance crew training and standardizationas well as
mission performance, operational flight procedures should be reviewed shortly
after fleet use begins.
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Controlled ;1 I 2 ''_ 3 4 5
1Very Med- ' Very _d

_- Parameter Easy Easy ium Hard Hard

Airspeed 1 2 1 1 3.4
Vertical Velocity 1 2 1 1 3.4

Ieitch 2 3 2.6
_" Sideslip 2 2 1 2.8

z° IRolZ 3 Z 2.4 ,_

Overall 1 2 1 1 3.4 :

rAirspeed 1 3 1 1 3.33 J
Vertical Velocity 4 1 1 3.5
IPitch 3 2 1 2.67
Sideslip I 4 I 2.0
Roll 5 i 2.17

a:

Overall I 3 I i 3.33

Airspeed 2 I 3 3.17
Vertical Velocity 2 I _ 3.17

=: Pitch 3 2 2.4

Sideslip 1 4 1 2.0
Roll 4 I I 2,83

I
0
z Overall 1 3 2 3.17

TABLE I _._

SUBJECTIVE DIFFICULTY OF MAKING PASSES
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Figure i

Helicopter Approach and Pa,_s .i,

(From Reference 8)
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ABSTRACT

The effects of display and control parameters on approach

performance of a simulated Terminal Configured Vehicle (TCV) were

explored experimentally in a manned simulation study and analyti-
cally using a state-of-the-art oilot/vehicle model. A revised

treatment of nonrandom inputs was incorporated in the model. Res-

ponse behavior was observed for two display configurations (a
pictorial EADI presentation and a fliqht-director configuration

requiring use of a panel-mounted airspeed indicator), two control
configurations (attitude and velocity control wheel steering),
and two shear environments, each of which contained a head-to-tail

shear and a vertical component.

In general, performance trends predicted by the model were

confirmed experimentally. Experimental and analytical results
both indicated superiority of the EADT display with respect to

regulation of height and airspeed errors. _elocit7 steering

allowed tighter regulation of heiuht errors, but control param-
eters had little influence on airspeed regulation. Model analysis

indicated that display-related differences could be ascribed to

differences in the quality of speed-related information provided _

by the two displays. :'

._, _

?

*This research was supported by the National Aeronautics and

Space administration under contract No. NASI-13842.
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INTRODUCTION

Windshear constitutes one of the major threats to flight
safety in approach and landing operations. This threat is enhanced
not only by the potential severity of the shear (defined as a
wind whose velocity changes with altitude), but also by the ten-
dency of the shear profile to change rapidly over time. This lack
of predictability has led to the need for control and display aids
to help pilots better cope with the presence of windshears.

This paper summarizes the second phase of a program to analyze
display-control configurations for the Terminal Configured Vehicle ._
(TCV). This work was performed for NASA Langley Research Center
and was intended to augment a simulation study conducted there.

The first phase of this study explored the effects of certain
control and display configurations on approach performance in a
zero-mean, random turbulence environment. The LRC simulation was
augmented by an analytic study performed at Bolt Beranek and
Newman Inc. using the "optimal-control" pilot/vehicle model to
explore both performance and workload differences among control/
display configurations of interest. The reader is assumed to be
familiar with the features of this model, which has been well
documented in the literature. Frequent reference is made below
to the report by Levison and Baron [i] which documents the results
of the first study phase and which demonstrates aDDlication of the
pilot model to analysis of TCV approach performance.

Approach performance of a TCV in windshear environments was
studied in the second study phase, with control and display con-
figuration (along with windshear profile) the major variables of
interest. The existing pilot/vehicle model was modified to allow
a revised treatment of nonrandom inputs; because the longitudinal
and vertical components of the shear have greatest impact on path
and airspeed regulation, only longitudinal-axis performance was
explored in the analytic study. The results of the windshear
study are documented in [2].

PROBLEM DEFINITION

Description of the F_ght Task !

The flight task of interest was the standard straight-in (3 _!
degree) approach of a simulated TCV. The simulated atmospheric
environment contained low-level zero-mean gusts plus a wind shear
consisting of a rotating horizontal component and a brief inter-
lude of either an updraft or a downdraft.
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Speed and flight path were controlled manually. Flight-path

control was aided by one of the following control augmentation

schemes: "Attitude Control Wheel Steering (ACWS) or "Velocity
Control Wheel Steering" (VCWS). Basically, these modes provide

attitude-rate stabilization and allow the pilot, in effect, to

command either attftude (ACWS) or path angle (VCWS). A more

detailed description of control wheel steering is given in Levison
and Baron [i]. In order to use the existing man-machine model,

the track-hold feature of the CWS was approximated by continuous

linear feedback law as shown in Figure i.

Displays

Flight control information was provided primarily by an

electronic attitude/director indicator (EADI). Two display con-
f_gurations were considered: {i) "advanced" display, which pre-

sented information in an integrated (pictorial) format, and (2)

the flight director display, which provided director information
based on path, path angle, and attitude errors.

The advanced display provided the following flight-control

information {as d_agrammed in Figure 2): (a) an aircraft symbol
to serve as x-axis airframe reference, (b) an artificial horizon

and pitch attitude scale, (c) a roll attitude scale and pointer,

(d) a pair of so-called "gamma wedges" to indicate path angle,
(e) a dashed line to indicate a point 3 deqrees below the horizon,

(f) a perspective runway symbol, (g) an extended runway center

line to aid in lineup regulation, (h) a symbol to indicate track
angle, (i) a glideslope indicator, (j) a localizer indicator, and

(k) a so-called "potential gamma" symbol to provide information

pertaining to speed management.

Except for the potential gamma symbol, this display was

_ndentical to the advanced display described in [i], to which the
reader is referred for additional details on the structure and

use of this display. A weighted sum of airspeed error and rate of

change of vehicle velocity was used to drive the potential gamma

symbol, relative to the gamma wedge, in the vertical dimension.

The "flight director display" consisted of a raw status dis-

play plus director information. The EADI provided attitude infor-

mation, glideslope and localizer errors in symbolic format, and

director information. Airspeed and rate-of-climb were displayed by
conventional panel meters. Perspective runway, gamma wedges, and

potential gamma were omitted from the EADI in this display con-

figuration.

Director information was provided with a pair of crossbars



. 2.25s
s + 0.0625

_ep 4.65 AIRCRAFT q -'_"
, 8

(0) ATTITUDE CWS

_e 4.65 AIRCRAFT
4 )'

4.5 (S+l)

(b) VELOCITY CWS

Figure I. Linoar Approximation to Control Nheel Steering
r

;
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Figure 2. Sketch of the E&D! Display
(Di._'-,play elements defined in the text)
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that deviated from the x-axis reference symbol in a "fly-to" mode.

The director indicator was driven by a weighted sum of height,

! path angle, and pitch-rate errors as described in [2].
[

I

Wind Environment

Wind shears as well as zero-mean random gusts were simulated

in the NASA-LRC experiments. In order to simplify problem for-

mulation and reduce computational requirements, the effects of

these simulated gusts were approximated in the bulk of the model

analysis by including wide-band disturbances added in parallel
with the control deflections. Preliminary model analysis was
conducted to select disturbance levels that would give nearly the

same predicted path and airspeed errors as would be obtained from
a more faithful representation of the simulated gust inDuts [2].

Each of the simulated wlndshears used in the experimental

and analytical study contained a rotating horizontal comDonent
plus a brief vertical component. Figure 3 shows the relationship

between wind speed and range for points along the nominal 3 degree

glide path for two of these shears.* (Note that the horizontal

and vertical wind components have been scaled differently in this

figure.)

METHODS

The model employed in this study was basically the so-called

"optimal-control model" described extensively in the literature,
modified to treat non-zero-mean (i.e., deterministic) inputs. As

the treatment of the deterministic input (i.e., the windshear)

was different from that used in previous studies (3-5), a brief

discussion of this treatment is given below. A more detailed

exposition of this aspect of the pilot model is given in the ap-

pendix to 12].

Modeling the pilot's response to a deterministic input in-
volves two basic considerations_ (I) the degree to which the

'o•Since windsDeed is an explicit functl n of altitude, rather than

range, deviation of the aircraft from the desired glide oath

would modify somewhat the range dependency shown in Figure 3.
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pilot understands the nature of the input (i.e., his "internal
model"), and (2) the way in which the pilot detects and responds

to the input. A simple representation of the pilot's knowledge of

the windshear was adopted for the study; basically, we assumed no
specific knowledge of the shear, only the knowledge that a non-

zero-mean wind might exist. We assumed that the pilot would not

gry to anticipate changes in the wind, but would, at best, attempt
to estimate the current wind vector. This level of pilot knowl-

edge was modeled by simply implementing a stepwise-constant repre-

sentation of the wind. Since the wind varied relatively slowly

with time, an integration time step of 1 second was sufficiently

fine to allow an adequate representation of the continuously-
varying wind speed.

The pilot/vehicle model was modified to reflect the following

assumptions concerning pilot behavior in a non-zero-mean input
environment:

a. The pilot continuously anticipates the behavior of

the display variables he is utilizing, given his

current estimates of system states and his internal

model of system parameters.

b. The pilot performs a short-term average on the

difference between expected and actual behavior

of each display variable.

c. If average prediction error is sufficiently large

with respect to the variability of this error,

the pilot becomes additionally uncertain about

his estimates of system state variables, and he
attempts to upgrade these estimates.

Implementing this set of assumptions led to the following
additional pilot-related model parameters: (i) the short-term

averaging time, (2) the magnitude of the prediction error con-

sidered large enough to warrant special action, and (3) specific

state variables to which the pilot attributes his uncertainty.

In addition, an algorithm had to be formulated for relating
prediction errors to increased uncertainty.

Model predictions were obtained with the assumptions that

(i) predlctio_ errors were averaged over about two seconds, (2)

an average, deviasion of two standard deviations from the expected

•-alue warranted special consideration by the pilot, and (3) uncer-

tainty could be associated with any of the principal state vari-

ables, including the state variables representing the horizontal
and vertical shear components.
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To ohtaina model solution it was necessary to describe the

task environment in a suitable mathematical format and to assign

values to model parameters related to pilot limitations. System
dynamics were modeled as described in [i], with the modification

indicated in Figure 1 of this paper to account for control wheel

steering augmentation. "

The pilot was assumed to adopt a control strategy that mini-

mizes a weighted sum of mean-squared response variables. In
this study, the "cost function" included height error, sinkrate

error, airspeed error, angle-of-attack error, control deflection,

and rate-of-change of control deflection. Because the results

of the previous study suggested that pilots tended to regulate "_
height error in terms of an angular, rather than a lineaz, cir-

terion, weightings associated with height and sinkrate errors

were varied inversely with range. Weightings for other variables

were kept fixed throughout the "flight" as documented in [2].

When tracking with the advanced display, the pilot was as-

sumed to perceive height error, sinkrate error, Ditch and pitch

rate, flight path angle and path angle rate, and potential gamma.
Because movement of the perspective runway with respect to the

nominal glidesloDe was proportional to error in angular terms,

the thresholds for height and sinkrate errors (in terms of feet

and ft/sec) varied linearly with range. The height error thres-
hold was based on an "indifference threshold" of 1.4 meters at

the 30 meter decision height as determined from previous analysis.
Other threshold values were based on considerations of visual

resolution as described in Levison and Baron. The noise/signal
ratio of -17 dB associated with use of the advanced display

reflects a moderate-to-high level of workload with no interference

among display elements (i.e., we assume integration of the dis-

played information).

When tracking with the director display, the pilot was
assumed to rely primarily on the director symbol and the air-

speed indicator for continuous flight-control information, with

a negligible amount of time spent scanning the status informa-
tion for monitoring purposes only. The threshold of 1.0 m/sec.

on airspeed was based on the assumption that the pilot was in-

different to airspeed errors smaller than the calibration incre-
ments of the airspeed indicator (2 kts): threshold values for :

perception of director displacement and rate were based on visual
resolution limitations. The noise/signal level of -14 dB reflects i

the same overall level of attention to the task as before, with
the requirement to share attention between the director and air-

speed indicators. For simplicity, equal sharing of attention
between the two displays was assumed, and loss of visual inputs _

associated with eye movements was neglected.
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Experimental Procedures

The experimental task was to track a 3° ILS beam to touch-

down. Each experimental trial began at a simulated range of 6700

m from the runway threshold at an altitude of approximately 366 m.

The aircraft was initially trimmed on the desired glide path for

a 3° path angle in its approach configuration: 120-knot airspeed

laps, gear down. Rudder was automatically controlled.

Zero-mean random gusts and wind shears were both simulated

during each experimental trial. Three shear environments were .J

explored, including those designated as "Shear i" and "Shear 3",

profiles of which are given in Figure 3.

Gust disturbances having an rms variation of 0.3m/sec were
simulated for all three translational axes. Gust spectral char-

acteristics were varied with altitude according to the wind models

suggested by Chalk et al. [6]. @

Data were obtained from three NASA test pilots. Practice i

trials were provided using shears other than those specified for
data collection. Each pilot "flew" two sessions of 18 approaches i

each for data collection; each session consisted of two replica- Ji

tions of 3 control/display configurations and 3 shear environments

presented in a balanced order. Thus, four replications per experi-

mental condition per pilot were obtained.

Ensemble statistics were computed for selected response

variables for each experimental condition. First, within-subject

replications were analyzed to provide trajectories of mean response
and of the standard deviation of the response. These measures

were processed further to provide across-subject averages of the

mean and standard-deviation response trajectories. Mathematicel

definitions of these statistical variables are given in Levison
and Baron.

For purposes of data presentation, statistical analysis was

performed for height and airspeed errors, sampled at 305 meter

intervals beginning at a range of 4572 m from the ILS origin.

SUMMARY OF RESULTS

Considerations of space preclude an extensive presentation

of either theoretical or experimental results. A sampling of
results is presented to demonstrate three applications of the

pilot/vehicle model in the context of this study: (i) prediction,
(2) diagnosis, and (3) extrapolation. Additional results are
documented in [2] .
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Prediction
L i

_ The following four figvres compare display and control trends
_ for predicted and experimental mean zesDonse trajectories for the

._ "Shear i" environment.* Because the experiment was not full
factorial, display differences _re shown for the Attitude CWS

configuration only, and control differences are compared for the

advanced display cenf_gu_aL±on.

: Effects of display on mean height error and mean airspeed
" error are shown, respectively, in Figures 4 and 5. In general,

the trends predicted by the model _re confirmed, but the differ-

!! ences observed experimentally a_e smaller than predicted. Model

and experimental correlation is _fenerally better for height than
for speed response.

As predicted, experimental height error is generally more
negative for the _i_ector than for the advanced display. The data

also confirm the prediction that the director display leads to

a larger swing in error over the course of the approach. There

was also a tendency (not predicted) for the pilots to fly above
the nominal glide path.

Figure 5 shows that the test pilots flew the director dis-

play with less negative (or more positive) airspeed errors than
achieved for the advanced disDlay--a trend the reverse of which

was predicted by the model. Given the reported tendency of pilots

to fly approach speeds greater than nominal when windshears are
anticipated [7], we suspect that the test subjects attempted to

compensate for the lack of good airspeed information from the

director configuration by intentionally carrying excess airspeed.

Experimental results confirm the prediction of greater swings in

error with the director display, although the magnitudes of the
display-related differences are less than predicted.

Figures 6 and 7 confirm the major trends predicted for con-

trol effects; namely, tighter regulation of height error was

observe_ for velocity Cws, whereas control configuration had little _Li

effect on regulation of speed error. _

Results for the Shear 3 environment, documented in [2], showed _

similar types of correlation between predicted and measured mean _'

error trajectorios. _i!i_

*Model results shown in these figures are true predictions in _'_, _"

the sense that they were obtained before the experimental data

_ were analyzed. Pilot-related model parameters were not adjusted
to provide a best match to the data.
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Figure 4. Effect of Display on Mean Height Error, Shear 1
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A = advanced display, F = flight director
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In order to ascertain the cause of the performance differences
observed for the two display configurations, the director display
configuration was reanalyzed with the threshold of 0.024 m/sec
(as opposed to 1.0 m/sec assumed previously). This reduced thresh-
hold was equivalent to that which would be associated with the
potential gamma indicator of the advanced display if potential
gamma were driven solely by airspeed error. Director laws and
scaling were unchanged, and, as before, the pilot was assumed to
share attention equally between the director and speed indicators.

Figure 8 shows that predicted performance with the director
display, given improved airspeed resolution, is comparable to that
achievable with the advanced display for the Shear i environment.
Thus, reducing the perceptual threshold on airspeed should sub-
stantlally improve performance with the flight director.*

Extrapolation

A reliable pilot/vehicle model provides a convenient tool for
answering various "what if" questions that may not be readily
explored experimentally. In this study we used the model to expl-
ore the consequences of providing the pilot with better knowledge
of the wind environment. Specifically, the "advanced" display
was considered with additional, direct, displays of horizontal
and vertical wind assumed. Thresholds relatinq to perception of
wind velocities were neglected, and an integrated display was
assumed (i.e., noise/signal ratios remained at -17 dR for all dis-
play quantities}. The intent here was not to simulate a physically
realizable display, but to determine the performance potential
associated with improved estimation of the wind environment.

Figure 9 shows that predicted performance with the two dis-
plays is nearly identical over most of the approach. Thus, it
would appear that little overall improvement in performance can
be expected from a display which provides the pilot with improved
estimates of the instantaneous wind environment.

This latest result is contingent on the assumption that the
pilot does not attempt to estimate the altitude- (hence, time-}
varying nature of the shear but attempts only to estimate the
current wind vector. It is possible that performance could be
improved if the pilot were to attempt to extrapolate the wind--

*As of the writing of this paper, this prediction has not been
tested experimentally.
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especially if the display were augmented to provide such predictive
information. The potential for predictive capabilities of both

pilot and display is a relevant area for future study.

DISCUSSION

In general, performance trends predicted by the model were

confirmed experimentally. Experimental and analytical results
both indicated superiority of the "advanced" display with respect

to regulation of height and airspeed errors. Velocity steering

allowed tighter regulation of height errors, but control param-
eters had little influence on airspeed regulation. Model analysis

indicated that display-related differences could be ascribed to

differences in the quality of speed-related information provided

by the two displays.

Predictions were most accurate with regard to display-and
control-related differences in the total swing of the mean error

over the course of the approach, and least accurate with regard to

response variability and absolute levels of mean error. Experi-

mental run-to-run variability was fro,, 2 to 3 times as great as

predicted for both height and speed errors, [2], and mean er1"ors
tended to be less negative (or more positive) than predicted.

The relatively large experimental variability may have been, in

part, a result of keeping the data base small to prevent the pilot's
learning of the shear profile. In addition, there appeared to be

a tendency for the pilots to fly high and/or fast on some trials
and not on others, a factor that could contribute to predictive
inaccuracies.

With regard to future application of the pilot/vehicle model

to th_- study of approach performance in windshears, one might pro-

fitably address questions relating both the pilot's conception of
the behavior of the wind as well as to the wind information expli-

citly displayed. For example, one can assume that the pilot knows
that the wind will change with altitude (and thus with time) in

a smooth manner, and one can explore the consequences of displaying

(a) the same variables displayed in this study, (b) additional
variables relating to the current wind state, and (c) additional i

variables relating to the rate-of-change of wind. Furthermore, !_
one can explore the interaction of these factors with the type 4and severity of shear. Additional factors that can be explored
are the relation between performance and workload for candidate

controls and displays, as well as the utility of motion cues in
detection of windshears.

In conclusion, the model employed in this :_tudv has been

validated with regard to its ability to predict important perform-
ance trends related to contro's and displays in windshear environ-
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ments. Because of the operational necessity of understanding per-
formance in windshears, we suggest that the pilot/vehicle model

be applied further to a_d in the design of simulation experiments
and to explore a variety of factors that cannot be readily studied
in the laboratory. While we cannot guarantee accurate predictions
of absolute performance levels at this stage of model development,
the model should provide reliable indications of the nature of

performance and workload improvements that can be achieved with
candidate controls and disolays in a variety of windshear environ-
ments.

I
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TWO DIMENSIONAL EYE TRACKING:

SAMPLING RATE OF FORCING FUNCTION

John P. Hornseth, Donald L. Honk, James L. Porterfield

Crew Station Integration Branch

Human Engineering Division

6570 Aerospace Medical Research Laboratory "_
Wright-Patterson AFB, Ohio 45433

Robert L. McMurry

Systems Research Laboratory

2800 Indian Ripple _oad

Dayton, Ohio 45440

INTRODUCTION

This study was conducted to determine the minimum update rate of a

forcing function display required for the operator to approximate the

tracking performance obtained on a continuous display. Previous studies

(see review by Frost, 1972, p. 287) using time on target as a measure of

performance, obtained a breakdown in performance around 15 samples per

second. In this study, frequency analysis was used to determine whether

there was an associated change in the transfer function characteristics of
the operator. It was expected that as the forcing function display update

rate was reduced, from 120 to 15 samples per second, the operator's response

to the high frequency components of the forcing function would show a

decrease in gain, an increase in phase lag, and a decrease in coherence.

APPARATUS

The forcing function, in each dimension, consisted of the sum of nine i_

sine waves and simulated a Gaussian noise passed through a second order _i_
filter with a roll-off frequency at i Hz. The forcing function was _'

generated at rates o_ 120, 60, 30, or 15 samples per second and presented on !_

the screen at these update rates. An optical projection system consisting !i
of a low power laser and a pair of galvo-mirrors rear projected the forcing "_.

function onto a cloth screen in the form of a spot of red light randomly i_

moving in two dimensions about a center spot marked on the screen. The

maximum excursion of the forcing function was +_50 visual angle in azimuth ,.

and elevation, as viewed by the subject (S). The +--5° visual angle positions
were also marked on the screen and, along with the center spot, served as
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calibration points for both the forcing function and S's eye movement
response. The subject tracked the forcing function from a position on the

opposite side of the screen from the optical projections system and equi-
distant from the screen.

The subject's eye line-of-sight was computed using the AMRL Honeywell
Remote Oculometer. For a complete description of the Oculometer, see

Merchant, et. al., 1974. Calibration of the Oculometer prior to each

tracking run was accomplished by using a second optical projection system

positioned adjacent to the forcing function optical projection system. The

movement of the laser spot generated by this second system corresponded to
the subject's eye llne-of-slght. The Oculometer-driven laser spot was turned
off during the tracking run. -_"

Five channels of a seven channel i/2-inch Ampex 300 instrumentation

tape recorder were used to record: (i) time code, (2) horizontal forcing

function, (3) vertical forcing function, (4) horizontal eye movements, and
(5) vertical eye movements.

PROCEDURE

Four students, two male, two female, from the University of Dayton

served as subjects for this study. Each subject tracked the forcing

function twice at each sampling rate (eight tracking runs per subject) in a
partially balanced design. The data for each subject was collected in two

test sessions of four tracking runs each. After seating the subject, the
operation of the Oculometer was checked and calibrated. The subject was

instructed to sit in a natural, comfortable position. The only constraint

placed upon the subject was the instruction to refrain from making large

head movement. The subject was instructed to follow (pursue) the moving
spot of light with his eyes as the spot moved on the screen. The subjects

were screened for uncorrected 20/20 vision. Between runs subjects were
given a short rest.

RESULTS

Frequency analyses of the data from the four subjects were accomplished

using an IBM 370 Computer and the BMD X92 program. For each run the power

spectral density of the forcing function, the power spectral density of the
eye response output, the cross power spectral density, the cross correlation,

the coherence, and the transfer functions in gain and phase were computed.

The data for the two runs for a given sampling rate condition were averaged,

for each subject, at each of the nine sine wave component frequencies of the
forcing function.
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The average transfer f1_nction gain, averaged across subject_ for each
of the four sampling rates, are presented in Figure 1 (Horizontal) and

Figure 3 (Vertical). No differences attributable to sampling rate are

present.

The average transfer function phase, averaged across subjects, for each
of the four sampling rates, are presented in Figure 2 (Horizontal) and

Figure 4 (Vertical). An increase in transport delay of approximately 30 msec

was observed at the 15 samples per second update rate for both the horizontal

and vertical tracking data.

The coherence data averaged around .98 with a slight drop off at the .._
high frequencies and showed no differences attributable to the sampling
rate of the forcing function.

DISCUSSION

The lowest update rate used in this study (15 samples per second) was

not low enough to have an appreciable effect upon the transfer function
characteristics of the operator. Further research is planned using lower

update rates. Expected changes at the high frequency sine waves components
of the forcing function not observed in this study may be observed at lower i

update rates. A time on target analysis of the data is planned to determine

whether the results of this study correspond with the results previously

reported.
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HEAD TRACKING AT LARGE ANGLES ...

FROM THE STRAIGHT AHEAD POSITION
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INTRODUCTION

The basic purpose of this experiment was to compare head tracking

pezformance at various angles from the straight ahead position. In our
pre_,ious laboratory studies (e.g. Sbirachl and Black, 1975; Hornseth,

Stanley, and Carson, 1976; and Shizachl, Monk, and Black, 1976) head

traci_Ingwas performed within a +. 15° or less cone about the srralght
ahead or boresight position. Honeywell has conducted studies in which the
subjects aimed their heads as far off boresight as 40 ° (Hughes, et al,

1970). Their subjects slewed their heads in the direction indicated by an
arrow,., on the head position display they were using, until a target came

into t_lefield of view of the helmet mounted display. At this point their
,,

task b,_came that of laying a reticle over the target to achieve lock on.
The let._gthof time the subjects were actually tracking was only a few

second_. Flight test studies conducted at Tyndall AFB and China Lake
(Dietz _t al, 1971 and Crossman, 1974) investigated head tracking perform-

ance wh_.ch included large off-boresight angles. The target motion in these

two stud_leswas highly predictable.

One \_f the big advantages of a helmet sight in a high performance _ ;
aircraft is its off-boreslght capability in aiming a fire control system.

However, tracking data using a target that is moving rapidly and randomly

for an extended period of time is missing. This study is intended to

provide data in this area that will be of value to engineers in designing

head control systems.
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METHOD

Apparatus:

A PDP 11/34 minicomputer with floating point hardware was used to
generate the forcing function, digitize and record 4 analog data channels
(azimuth and elevation of both the target and head motion), and perform
some data analyses. A Honeywell helmet mounted sight (HHS) was used to
sense the subject's head angles as he tracked the target. This helmet
system weighed 1.65 kw. A Hughes, side mounted, helmet display was used to
present the moving target and head position reticle to the subject's right
eye. This helmet mounted display weighed .54 kg. An IHLACPDS-4 computer
graphics display generated the target and reticle symbology using the
forcing function and the head position signals to position the target
symbol relative to the reticle. An Ampex FR-1300 instrumentation tape
recorder was used to record the subjects' responses, the forcing function,
and a time code. An IBM 370/155 was used for data analysis and plotting.

The forcing function was updated at a 90 He rate. The HMSprovided
head azimuth and elevation angles at a 30 H_ rate. The IMLACwas "free
running" at approximately a 1000 H_ refresh rate.

Forcing Function:

The forcing functions were generated from a sum of sine waves with the
amplitudes scaled to simulate white noise passed through a second order
filter with a break frequency of 0.7 Hz. More information on the forcing
function can be found in Appendix A. The phase relationships between the
sine waves were randomly varied from subject to subject but remained
constant across a given subject's conditions. Pilot study data indicated
that there was negligible learning across 6 runs with the same forcing
function.

i Procedure:[

i Each subject performed the head tracki_ under 6 head position
conditions. The following mean azimuth and el_vatlon angular positions
were used:

0°, 0° (center-center); 0% +30 ° (center-up); 0°, -30 ° (center-down); -45",
0° (left-center); -45", +30 ° (left-up); and -45", -30 ° (left-down). Because
of symmetry of the left-right neck muscles and pilot study data, only the
left hemisphere of head motion was investigated. Performance at angles
further off-center were not selected for examination because pilot study
data suggested that the limits of head and neck motion may be exceeded at
larger angles for some subjects. Other supporting data give the average
limit of male neck movement for up flexion at 61 ° with S,D. of 27 ° down

426

L_

1.q7.qnn7a17_A 1 n



flexion at 60 ° with S.D. of 12 °, and left or right rotation at 79 ° with S.D.
of 14 ° (Van Cott and Kinkade, 1972). The maximum excursion of the target
from each of the 6 head positions was +10 °. This small excursion was used to

increase the probability the target would remain on the subjects* display at
all times and not require the subject to search for it. Also, the small
target excursions constrained the subjects to track at various mean angular
positions within the head motion envelope to provide an adequate representa-
tion of head tracking at the specified off-center positions.

Each tracking run was 100 seconds long. The first 9 seconds of tracking
were not scored to allow the subject to overcome the initial "start up"
error induced by the target suddenly Jumping to a random starting position
and beginning tc move. The following 91 seconds of tracking data were
recorded and scored. At the end of each run a rest period of 1 minute was
given. After each group of 3 runs, the rest period was extended to 5 minute_
The first 6 runs were practice runs, allowing for the subjects to adjust to
head tracking at each angular position. All practice runs were presented to
each subject in the same order. The data runs were presented in a randomized
order to reduce any possible ordering effects. All subjects* scores
asymptoted to an acceptable level of performance during the practice runs.

Subjects:

i Fourteen male subjects were used with ages ranging from 16-40. Eyedominance was tested for each subject with about half reporting right eye
dominance. The subjects*instructions are given in Appendix B.

RESULTS & DISCUSSION

A subJectts performance scores were computed from his radial error data.
Radial error is the vlsual angle from a subJectts llne of sight _o the
target at each instant in time. The Duncan*s New Hultlple Range Test (NMRT)
was used to test for statistical differences in performance at the 6 head
angle positions. Table I shows the 3 homogenous subsets of head positions
found using the 50_ circular error probability (CEP) metric (a 50_ CEP

refers to that radius, about the target, within which the subject tracked
50% of the time). The best perforn_nces (lowest CEP), denoted by the _!
A 6ubset, was found when the head faced center-center, left-center, and
left-down. The next best performance, the B subset, was obtained when the _
head faced center-center, left-up, left-down, and center-up. The worst
performance, subset C. was found when the head faced center-down, center-up,
and left-up. It should be noted that the differences between the best _
position (-45 °, O0°) and the worst position (00*, -30") is small, .15 ° or
6Z. While this difference is statistically significant, it is left up to
the designers/engineers to determine if the difference is of practical

significance.
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Establishment of on target 8. :e rings were done as an analysis pro-
cedure after data collectlon. However, during the experimental runs, the
subjects were not required to keep the target within a gate ring, nor were
they shown any rings. In analyzing the data, a subject was considered on

. target if his radial error was less than a specified tolerance. Six on
target tolerance rings were used in analyzlng the data collected in this
experiment. They ranged from I" to 6", in 1" increments. Gate times were
computed for each tolerance ring. Gate time was defined Co be the amount
of time a subject kept the target inside the ring. As soon as the target
was outside the ring, that gate time ended. If the target was again inside
the ring, another gate time was started. To reduce "noise" effects in this
gate time measure, an arbitrary dead time zone of .1 seconds was used. This
meant tent not only must the target be within the ring to start a gate, it
must also be within for .I second. Likewise, it must be outside of the rlns
for .I second to end the gate. The mean gate times for each ring, averaged
over all positions, are shown in figure 1. Using the Duncan's test, the
gate time metric did not prove to be a sensitive meas,_re for distinquishins
among the angular positions (Tables 2-7). For all of the tolerance rings,
except the 4" ring, performance at the 6 head positions did not differ
significantly from each other. The 4" ring indicated that the longest gate
times were obtained at all positions except left-up and center-down. The
next subset included all positions except left-center.

The time on target (TOT) scores, for each tolerance ring, were computed
by multiplying the mean gate times by the number of times the target stayed
within the ring. The mean TOTs for each ring, averaged across all positions,
is sho_m in figure 2. The Duncan's test was applied to each of the 6 rings
to determine homogenous subsets. As shown in Table 8 for the 1" tolerance
band, there are no significant differences among any of the 6 angular
positions. As the task becomes easier, by increasing the tolerance ring
to 2°, the Duncan's test indicates that 3 homogenous subsets exist. As
with the CEP metric, the TOTwlth a 2" rlng has the best scores at the
center-center, left-center, and left-down (Table 9). Next best scores are
center-center, left-up and down, and center-up. The worst scores are
center-center, left-up, and center-up and down. Increasing the ring size to
3", there are still 3 homogenous subsets (Table 10). The best and second
best scores remain the same, while the worst score is found to be the
center-down position. Wlth the rincs at 4" and 5°, only 2 homogenous sub-
sets are found (Tables 11 and 12). The best scores are the same positions
as those In the 2° and 30 rings. The second best positions are also the
same as in the 2" and 3" ring plus the center-down position is included im
this subset, The 6" tolerance ring, the easiest task, also has 3 homo-
genous subsets (Table 13). The best positions were found to include all
positions except center-down, while the next best included all positions
except left-center. For this condition, both significantly different
subsets have almust merged into a single subset.
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i A two way analysis of variance was used to test for significances in i_IS error scores. No slgnlftcant difference was found between azimuth

versus elevation RHS errors (Table 14). Significance at the p = .001 Ievel
was found between the 6 angular positions. The head position by azimuth-
elevation dimension interaction was also found to b_ significant at
p " .001 level.

A Duncan's test wa_ performed to compare Ph[S error scores between the
b angular positions for both a_.imuth and elevation. Two homogenous subsets
were found with the azimuth scores (Table 15). The best performance was
the center-center and all left positions. With the elevation RMS error
scores, 3 homogenous subsets were found, but with a different grouping than
the o_her metrics have found (Table 16). The best performance was at
left-center, left-do_rn, and center-down. This was tire only time th-.t the
center-down position was in the best performance grouping when multlple
groups were found. The next subset contained the left-down, center, center-

up, and center-down conditions. The worst position was the left-up position.

CONCLUSIONS

The 3 primary metrics, CEP, TOT, and gate times, all emphasize a

different aspect of _racking performance, but they are not independent of
each other. Thus, it is not surprising that the Duncan's test should

generally designate the same position subsets. In almost all the tests, the
best position was the left-center, followed by the cvuter-center and left-

dot,_ positions. Again, It should be emphasized that all of the differences
found were small but statistically significant. However, they may or may

not be practically significant. The helmet mounted sight and helmet mounted

display used for this experiment were earl: prototypes. The later models of
each unlt are lighter and have a much improved center of gravity. Both of
these factors may eliminate even the statistical significant differences

among the positions within the envelope +45" azimuth and _30 ° elevation.

APPENDIX A

The sum of sine wave input was chosen such that it slmulate_ whltu ,;

noise passed through the second order system ( S-_+ A )2 . Eleven sine _
frequencies, for azimuth were selected on the b_sls of being equal spaced

between 0.I0 He and 2.00 He on a lOgln scale. For elevation, the II sine ,_
frequencies were also spaced equaliy _n a loglO scale with the frequencies
being midway" between the azimuth frequencies. Their frequencies ranged
from 0.12 He to 2.32 He. An additional requirement placed upon frequency
selection was that the resultant input must complete a full cycle at the
run's end. Thus, all frequencies must be a harmonic of the fundamental

frequency. For this experiment, the fundamental frequency, f =O

, ." , - .01099 Xe.
91,02 seconds
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APPENDIX B

Subject Instructions: "Your task in this experiment will be to head track

a rapidly moving target. In the head mounted display, located in front of
your right eye, you will notice a reticle at the center of the display.

This reticle will always remain at the center of the display as you move

your head. Please move your head around a little so that you can see which

of the two objects is actually the reticle. The object that moves around on

the display, as you move your head, is the target. During the test runs,

the target will move around in a rapid, random pattern. Your task will be

to move your head so as to keep the center of the reticle as near the center

of the target as you can. The test runs will last 90 seconds. After each
test run, you will be given a i minute rest period before the next run.

Please remain seated during these short rest periods. Each test run will

require you to track the target with your head aimed in a different

direction. You will first be given some practice in tracking at each of the
6 head positions used in the experiment. Then you will be given the experi-

mental runs. After each group of 3 runs you will be allowed to get up out

of the chair to stretch and walk around. If at any time you have any

questions about what you are to do, be sure to ask for additional instruc-

tions or clarifications. Do you have any questions at this time?"
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TABLE 1 TABLE 2

DUNCANIS NMRT FOR THE MEAN CEP DUNCAN'S NMRT RESL_LTS FOR THE
1° GATE TIME SCORES AT THESCORES AT THE 6 HEAD POSITIONS

6 HEAD ANGLE POSITIONS

CEP DEGREES) l° GATE TIMES (SEC)

EL (DEG) fiZ(DEG) EL (DEG) gZ (DEG)
....-q5 _ O-- -q5 O

*30 2.60 2.6[ +30 O,15 O.16

BC* BC A A
0 2.51 2.55 O O.16 O.15

A AB A fl
-30 2.57 2.66 -30 O,16 O.15

AB C A rl

TABLE 3 TABLE 4

DUNCAN'S NMRT RESULTS FOR THE DUNCAN'S NMRT RESULTS FOR THE

2° GATE TIME SCORES AT THE 3° GATE TIME SCORES AT THE

6 HEAD ANGLE POSITIONS 6 HEAD ANGLE POSITIONS

2° GATETIMES (SEC) 3° GATETIMES (SEC)

EL (DEG) (I_(I)EG) EL (DEG) flZ (1)EG)
' -q5 0 -q5 O

+3o 0.28 o.2B ,30 (J.oo o.s9

A fl ' A A
0 O,P_9 O.28 0 O.6q O.62

_ A fl A fl
-30 0.29 0.28 -30 0.6_ 0.58

A A . A A

* For all Duncan's NMRT tables in this report, letters represent homogenous

subsets. The mean performance scores contained in a subset do not differ

significantly from other means contained in that subset. The means not

contained in the same subset are significantly different at the p = .05

level. A given mean can belong to more than one subset.
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TABLE5 TABLE6
DUNCAN'SNNRTRESULTSFOR THE DUNCAN'SNNRTRESULTSFOR THE
4o GATE TIME SCORES AT THE 5° GATE TIME SCORES AT THE
6 HEAD ANGLE POSITIONS 6 HEAD ANGLE POSITIONS

4° GATE TIMES (SEC) 5° GATE TIMES (SEC)

EL (DEG) flZ(DE{;) EL (DEG) RZ (DE(;)

-q5 ] 0 -q5 07,..

/

*30 l.qq 1.52 - *30 q.5q q.62

B AB A A
0 1.85 1.57 0 " 5.12 q.59

A AB A fl
-30 1.59 1.33 -30 11.1t2 q. 13

AB B fl fl

TABLE7 TABLE8

DUNCANtSNNRTRESULTSFOR THE DUNCAN'S NMRTRESULTSFOR THE
6° GATETIME SCORESAT THE 1° TIME ON TARGETSCORESAT

6 BEAD_GLE POSITIONS _ 6 I_V ANGLEPOSITIONS
g

6° GATETIMES (SEC) i l° TOT (%)

EL (1)EG) nz {DEG) EL (DEG) AZ {DEG)
-q:_ 0 415 0

+30 17.2 19.2 *30 q.52 et.56

A A A A
I ,

0 20.0 20.1 0 5.15 q.73

A A A A
-30 19.5 13.6 -30 5.22 q.66

A A fl A =_

433

i

q

1979007417-417



........ •..... . .. ,....._._.,_.

TABLE 9 TABLE i0

DUNCAN'S NMRT RESULTS FOR THE DUNCAN'S NMRT RESULTS FOR THE
2" TIME ON TARGET SCORES AT 3° TIME ON TARGET SCORES AT

L_4E6 HFAD ANGLE POSITIONS THE 6 HEAD ANGLE _OSITIONS

2° TOT (%) 3° TOT (%)

El. (DEC,} ,.qz(1)EGI El. (DE(]) 117.(I)[(;}

-'15 o --_- 0

.i ,30 P..8.2 26.,i +30 57.q 56.I_ i

,,_; DC BC B I_ J,
............ i

o _o._'-;-9_- o %_.3-_o.7 ,
...............tt FIDC FI IID _'

-30 ;'9.6 27. l] -30 58.3 55,7
1

ng c C Iq,B C
-i

TABLE Ii TABLE 12

DUNCAN'S NMRT RESULTS FOR THE DUNCAN'S NMRT RESULTS FOR THE

4° TIME ON TARGET SCORES AT 5° TIME ON TARGET SCORES AT
THE 6 HEAD ANGLE POSITIONS THE 6 HEAD ANGLE POSITIONS

4oTOT(_) SoTOT(_)

EL (DEG) _t__I._TIDZG} EL [DEGI ,q7. (1)FG]
0 -q5 0

*._0 79.2 70._ +30 91.G 91.7

B B B 13
0 82.0 GO.5 0 93. G 92. ,5

............ _.n.!!_ ni
-30 '9,9 i 76.3 -30 (,_?.2 9!.0 "

qB J.....
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., TABLE 13

;| DUNCAN'S NMRT RESULTS FOR THE

i!' 6° TIME ON TARGETSCORESAT
" THE 6 HEADANGLEPOSITIONS

6 ° TOT (%)
,k,

El. (Di'G! ..___fi-_ (I)EGI

*30 97.;! 97, q

0 98,? 97, 7

fl fib
--30 97, 7 9B,9

flD B

TABLE 14

ANALYSISOF VARIANCETABLEOF RMS ERROR

Snarce of Variation DF Sum of S_uares Me,_rSquar_ F P
...... ,, J

A (AZ-EL D_menr,ion) 1 ,17 ,17 4,53 >,05
4

8 (Angular Positions) S .46 .09 5,01 (,001

C (Subject) 13 /.IG .55 55.82

A X D 5 .27 .05 6.42 (.ODI

A X C 13 .50 ,04 4,56

JB X C 65 1.19 n2 2.19

A X B X C 65 .54 .01
71

Total 16/ 10.30
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TABLE 15

DUNCAN'S N_T RESULTS FOR THE AZ1}CtJTHRMS
ERROR SCORES AT THE 6 HEAD ANGLE POSITIONS

AZ RMS E (DEG)

EL {DEG) AZ (DE(.;)

-q5 [ 0
'30 2.23 2.25

nB B
0 2.15 2.15

fl fl
-30 2.23 2.91

nB B

TABLE 16

DUNCAN'S NMRT RESULTS FOR THE ELEVATION RMS

ERROR SCORES AT THE 6 HEAD ANGLE POSITIONS

EL RMS E (DEG)

EL (DEG) nZ (DE(;)

•._s---6--
_30 2,29 i 2.20

C B
0 2.05 2.16

fl 13
-30 2.11 2.13

AB i fib
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OF POORQUALITY N 7 9 " 1 5 6 1 9
LIGHTWEIGHTHELMET-MOUNTEDEYE MOVEMENTMEASUREMENTSYSTEM

John A. Barnes

US Army Human Engineering Laboratory
Aberdeen Proving Ground, Maryland

We first realized the need for a simple, easy to use, lightweight
device to determine the aircrew_nts fixation points and paths of eye move-
ment between fixation points when we per£ormed our Initial eye movement
measuren_ent work. We used a _ckworth EMC-2 device, figure I, to determine
a helicopter pilot's visual work load during actual £1ight.

Film Supply

H Imet

I

Light Spot
F tm Takeup CameraDrove Corneal Reflectmn Source

P0ckup

Figure I. E_-2 Eye-Movement Camera

The development of the present system has been a "spare-time" project
since 1971. The components have been procured whenever funds were available
or a particular project required their use. The interface components were
constructed by our shop personnel during slack periods in their work
schedules. There are no custom designed components in the present system;
every item is, or is made up from commercially available componants.

The helmet we used is the type that preceded the present US Army t
aviators _ helmet. It has been modified slightly; a small amount of material ihas been removed from immediately above the brow to accommodate the camera
case, the visor has been removed and the suspension system has been replaced
with a removable, subject-fitted, molded plastic foam inner helmet slmilar Ito the one used in the USAF HCU-2 flight helmet. The fitted helmet
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stabilizes the optical head and helps to keep the system in calibration
during use. The helmet-mounted eye movement measuring system, figure 2,
weighs 1,530 grams; the weight of the present aviators t helmet in standard
form with the visor is 1,545 grams.

Front view of the system, qystem in the stowed portion.

Figure 2. Lightweight Helmet-Mounted Eye Movement Measurement System

The optical head is a standard NAGEye-Mark. This optical head was
mounted on a magnesium yoke which in turn was attached to a slide cam
mounted on the flight helmet. The slide cam allows one to adjust the eye-
to-optics system distance quite easily and to secure it so that the system
will remain in calibration. The design of the yoke and slide cam is such
that the subject can, in an emergency, move the optical head forward and
upward to the stowed and locked position atop the helmet. This gesture was
necessary for flight safety.

The television camera that is used in the system is a solid state
General Electric TN-2000 with I charged induced device (CID] imager used as
the vidicon. This particular device has 45,000 cells which form the video
picture. The charged coupled device (CCD) solid state imagers are also
available but the CID imagers have an advantage in that they do not "bloom"
as badly when they are struck by a bright light. Fairchild now offers a
CCD imager which contains 185,440 cells apd produces a mere detailed video
picture; this was not available when our system was assembled. The CID
imager is mounted on the NAC optical head in place of the standard fiber
optics. The camera electronic package which measures ?_ x 2 x 4 inches and
weighs less than two pounds is placed in the pocket of a vest worn by the
subject. The imager and electronic package are connected by a very thin
ribbon cable which is 42 il_ches long.

The output of the system can be sent to the video monitor and recorder |
by direct wire o_ by the use of video transmitter. It can be transmitted
over a range of 3,000 feet. The video transmitter measures 7_ x 3 x
inches and weighs I_ pounds; it can be placed in another pocket of the i
subject's vest.
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All components of this system operate on 12 volts or less. The power
can be supplied from a belt-type battery pack or can be taken fxom the
vehicle electrical system; the total power requirement for the subject
• ounted equipment is less than three amperes.

A coupling lens is required to mtch the optical output from the NAC
optical head to the CID imager. The design of the lens used dete1_nines the
distance between the optlcal head and the CIO imager.

For applications where the helmet is not necessary, the systemts video
components can be used wlth the standard EYE-MARKface _sk mount. For our
own laboTato_/ use we have replaced the snap fasteners of the face mask
•_)unt with VELCROfor easier and faster adjustments.

This system is not without its difficulties; the video presentation is
not as precise as a film rendition of the same scene but the instant feed-
back is worth the degradation of the presentation. For most purposes little
or no information is lost by using the video recordings. When the system is
used to investigate visual behavior where the fixation points will be at
distances greater than 100 meters, there is an inherent problem in the EYE=
MARK. _le light marker that indicates the subject's f_xation point is a
fixed size, .5 _n, and as the scene lens presents an increased scene area
this fixed n:ark increases in size relative to the rest of the presentation.
We have had limited success in decreasing the size of the light marker by
reducing the size of its aperture. This also decreases the marker*s
brightness and it will no longer be visible on the scene presentation. The
minimum aperture size that we have been able to use is .11 inches (normal is
.16), this reduces the light marker size by about one-third. One further
problem that might bother some is that the video presentation is a mirror
image of the real world, the fiber optics systeeLs contains a mirror which
is not used with this video system. We rectify this by placing a front
surface mirror at some comfortable angle in front of the monitor and view
the video picture from a position above and behind the monitor.

The Fiscal Year 1977 cost to the Government for the system components
was:

NACEYE-_RK Optical }lead $ 3,420.00
GE TN-2000 CID Video Camera 2,925.00
Sony AV=3400 Video Recorder 888.75
Sony CVM-II5 Monitor/Receiver 252.00

VM-2200 Video Transmitter 15 mw 1,584.00
Coupling Lens 400. O0 _-

The "off=of-the-_hel_' cost of the complete system was $9,469.75. This cost
does not reflect the cost of interfacing these components into a system;
this will vary with the user's support resources but should not exceed
$500.oo.

He have field tested the system to check its performance with the
performmnce specifications given by HAC for the optical head. The subject's
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head was fixed in position so that all recorded movement was pure eye move-
ment and the recorded errors were from eye movement only. The targets were
set at a distance of I00 meters from the subject and extended in an arc of

II ° either side of the center target. The N^C specifications indicated a
maximum error of 2° of arc at I0 ° either side of the center posltxon; _his
is 3.5 meters error at 100 meters range. We measured 3.6 meters at I0 ° on
a smoothed curve of the 42 data points recorded. We have found in our work
that a 3° eye movement will be tolerated before the head is moved, thus with
this system for 3° of eye movement we have an error of I meter at I00 meters
range, I0 cm at 10 meters range and 1 cm at I meter range.

The listing of trade name products In this artlcle is not to be taken
as an indorsement of these products. They were the products that were
available at the time of procurement which met our requirement that all
elements of the system operated ov 12 volts I)C. They were the least costly
items that met that requirement m_d that were compatible with, or could
easily be mde compatible with, the other elements of the system.
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Chairman: R. Stapleford
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THE EFFECTS OF CLOSED LOOP TRACKING ON A SUBJECTIVE

TILT THRESHOLD IN THE ROLL AXIS

By Marvin Roark_ and Andre_ Junker_* !

•Systems Research Laboratories, Inc.

Dayton, Ohio 454/+(I }

}

_*Aerospaee Medical Research heboratory
Wright-Patterson Air Force Base_ Ohio. 45433

SUMMARY

The indifference thresholds for the perception of tilt in the roll axis

were experimentally determined in a moving base simulator under three track-
ing task difficulties. The threshold level determined in this experiment is

approxlmately 5 to 7 degrees (.ig).

INTRODUCTION

In ground based simulatcs, unlike aircraft, false tilt cues may occur
when they are rolled. The amount of tilt which can be detected by the pilot

in the simulator, defined as the indifference threshold, appears to be a func-

tion of the task being performed. To eliminate the false tilt cues that occur
when the indifference threshold is exceeded, washout schemes are used to limit

the motions of the simulator. This is often accomplished by limiting the

amount of roll of the simulator while still allowing the acceleration and

other helpful cues to he felt by the pilot. In the past the washouts used

were based on what felt good to the pilot in the simulator. Very little data
is available relative to what this threshold is, see reference i, and what

factors, if any, alter the level of indifference. Data in the past has dealt

with determining the absolute threshold. One set of data, see reference 2,
does show that the "absolute" threshold increases when workload is increased.

This prompted an investigation to determine the effect of workload on the in-

difference threshold level for use in washouts and in motion related param- i_

eters of pilot modeling.

!An experiment was performed to determine the indifference threshold and
the interactive effect of the tracking task on the threshold value. This

exporiment and associated results are presented in this paper. _

METHOD J

The baslc idea behind the experiment was to have a subject track a closed

loop disturbance hulling task and then superimpose a randotn appearing ramp

(tilt input) to the motion loop of the simulator. Figure i is a block diagram
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of the motion and visual systems used in the experiment showing the location

of the disturbance input and the tilt input to the motion plant in the system.

The only input was the disturbance input so the display was the negative of
the simulated plant position. When the subject could detect the tilt input,
he was to indicate the direction of the tilt via a hand-held indicator con-

taining a left and a right thumb actuated pushbutton. The subject was in-

structed to hold the pushbutton down until he no longer felt that he was
tilted. The time histories of the chair position, the tilt input and the

hand-held indicator slgnalswere recorded and later analyzed.

i The experiment was run on the Roll Axis Trackin B Simulator (RATS) at the
i Aerospace Medical Research Laboratory at Wright-Patterson Air Force Base.

The RATS is capable of simulating the roll dynamics of a high performance

aircraft, in this case, an F-16. The plant dynamics are described by equation
! i with limits of 180°/sec and 400@/sec 2. The cab contains a CRT mounted at

the axis of rotation which is through the head of the subject. The subject

viewed the display shown in figure 2 which was 26 inches away. The subject
used a force stick mounted on the right side of the cab to control the track-

ing task. To prevent the subject from experiencing any external cues, a
shroud inclosed the cab, white noise was injected in the helmet and the room

lights were extinguished. In addition, a harness was used to keep the subject
in his seat while the cab was in motion.

Three sum of sine inputs, simulating white noise passed through a low-
pass filter with a double pole at 2 radians, were used with RMS values of

.933, 1.40, and .467 pounds which resulted in 14, 21, and 7 degrees/second

root mean squared (RMS) variance in the visual error. A group of ten subjects
were exposed to the inputs in the order mentioned above. They ran 4 runs a

day for 3 days, with each run lasting 165 seconds. The subject_ had been

trained from a previous experiment, therefore, minimum training was required.

Data from the last two days was used for subsequent analysis. An example of

a data run can be seen in figure 3. The top trace is a time history of the
negative visual error (simulated plant position) seen by the subject. The

negative of the visual error is shown so that it can easily be compared to the

actual motion plant seen in trace 3. This was the tracking task he was trying
to null out by keeping the wings on the display level with the dashed refer-

ence llne. The second trace shows the offset signal that was added to the cab

position. The resulting cab position during the tracking task is shown in
trace 3. A run consisted of from zero to four of the offset signals to maxi-

mize randomness between runs. The offset signal itself occurred at a rate of

l°/sec with limits of ±20 degrees. The l°/sec value was chosen because it is

below the roll velocity threshold of 2@/sec, see reference I. The last graph

is the output of the hand-held indicator the subject used to indicate when the
tilt was felt.

In addition to the tracking data taken, a set of baseline data for each

subject was recorded. This data provides a baseline indifference threshold,

comparable to the absolute threshold data taken in previous experiments, The

subject was asked to sit quietly in the cab while the cab was tilted, using
the same tilt input described earlier. The subject was to indicate the direc-

tion of tilt as he did before. The tracking task was not present and the
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! !

, display remained fixed on the screen.

RESULTS !!

_ The results are sho_m in figures 4 through 7 and summarized in figure 8. ;

For each group, the offset angle, at the point when the indicator button was

pressed was recorded and placed in groups of half degree increments. The

number of points recorded in each half degree group was then plotted in his-
togram form with the mean and standard deviation shown for each group. The

mean values for the indifference threshold increases with the difficulty of

the task. Fewer data points were needed for the baseline data due to the

smaller amount of variance across subjects.

The summary shows a baseline level of 3.48 ° (.06g) which jumps to 6.46°

(.llSg) with the least difficult task and 7.56 ° (.132g) with the most

difficult. These results are discussed in the following section.

DISCUSSION

From the baseline data, the indifference threshold level is 3.48° (.06g).

This value can be compared to data taken from other experiments where the
absolute threshold was determined but, the results from this experiment are

3 to 30 times higher, see reference i. This is due to the conditions under

which the experiment was run. These conditions added extra loading to the
subjects tilt detection, similar to the kind of loading he would receive when

running in a simulator. Under these "real world" conditions, the simulator

environment, a useful measurement of the indifference threshold is made and

can be directly applied to washout designs and used in pilot modeling.

Figures 5 through 7 show the results when tracking tasks of varying
difficulties are added to the baseline conditions. The results of all four

conditions, summarized in figure 8, contained the type of trend as expected,
see reference 2. The summary shows a sharp Jump from the baseline to the

least difficult of the three tracking tasks and then increasing threshold

levels with the difficulty of the task. The various difficulties were obtain-

ed by increasing the tasks RMS value which had the effect of changing the

signal to noise ratio of the system. This change accounts for part of the
increase in the threshold levels as well as the increase in the variance of

the data. The relatively large jump from the baseline is due to the initial i_

loading of the subject by the tracking task.

CONCLUSIONS

In this paper, an experiment to investigate the effects of the tracking i!!

task workload on the indifference threshold is described. Based on the re- _!
suits and the discussion, the following conclusions can be drawn. !

i) The indifference threshold increases with task loading, i

2) The tilt indifference threshold while performing a tracking task is

approximately .ig.
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HEADING TRACKING TASK*

= Wllllam H. Levtson
_ Bolt Beranek and Newman Inc.i

i Cambridge, Mass. 02138

! and

Andrew M. Junker

Aerospace Medlcal Research Laboratory
Wrlght-Patterson AFB, Ohlo

Presented at the Fourteenth Annual conference on Manual

Control, University of Southern Callfornia, Los Angeles,

California, May 25-27, 1978.

ABSTRACT

An experlmental and analytlcal study was undertaken Jolntly by the

Aerospace Medical Research Laboratory and Bolt Beranek and Newman Inc. to
explore the effects of the tllt cue on pllot/vehlcle performance In a slmu- #

fated heading tracking task. The task was performed with subjects using

vlsual-only cues and combined vlsual and roll-axls motion cues. Half ot

the experlmental trlals were conducted wlth the slmulator rotating about
the horizontal axis; to suppress the tllt cue, the remaining trlals were
conducted wlth the slmulator cab tilted 90° so that roll-axls motions were
about earth vertical.

The presence of the tilt cue allowed a substantlal and statlstically

significant reduction in performance scores. When the tllt cue was sup-

pressed, the avallablllty of motion cues dld not result in significant
performance improvement. These effects were accounted for by the optimal-

control pilot/vehlcle model, wherein the presence or absence of various

motion cues was represented by appropriate definition of the perceptual

quantities assumed to be used by the human operator.

* This research was supported In part by AFOSR under Contract No. F44620-
74-C-0060.
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INTRODUCTION

One of the problems associated with ground-based motion simulation is
the introduction of unwanted or "false" cues that are not present in three

dimens_q_,_l flight. The particular set of such false cues present in a given

simula:i_n depends both on the nature of the flight task and the degrees of
freedom of the moving-base simulator.

This paper reviews the results of a recent experimental and analytical

study to explore the pilot's ability to use the "tilt cue" (i.e., the devia-

tion of the effective "gravity vector" from the usual head-to-seat orlenta-

i tion). Such a cue is "false", for example, if it is present in the simula- ._
tion of a constant rate coordinated turn. This study was performed as part

of a multi-year collabo_tive effort between Bolt Beranek and Newman and the

Aerospace Medical Research Center to develop a model of the pilot's use of

roll-axis motion cues. Results obtained in the preceding phases of this
program have been reported in References [1-5]; documentation of the study

reviewed below is in preparation.*

DESCRIPTION OF EXPERIMENTS

Preliminary model analysis was conducted using the optlmal-control
pilot/vehlcle model to search for an experimental task for which performance

would be sensitive to the presence or absence of the tilt cue. This analysis

revealed that simple roll-axls tasks of the type explored previously would

not be sufficiently sensitive. When the addition of another integration to

the system dynamics was found to provide the desired predicted sensitivity,

the heading tracking task diagrammed in Figure i was adopted for this study.
In all experimental trails the subject was provided with a visual display of
heading error as sketched in Figure 2.

Motion about the roll axis was provided by the Dynamic Environmental
Simulator (DES). When the roll axis of the simulator was in the normal

horizontal orientation, a roll displacement provided the subject with a tilt

cue. The tilt cue was suppressed by rotating the DES 90 degrees so that

the pilot was In the supine position. In this position gravity acted normal-

ly to the plane of rotation and could not provide the pilot with information
related to the tracking task. Motion was provided only in the roli axis;
yaw motion was absent.

Vehicle dynamics were of a higher order than those explored in the pre-

ceding study. The DES Itself provided approximate dynamics of a single pole

_J ....

* Levlson, W. H. and A. M. Junker, "Modeling the Pilot's Use of a Roll-Axis

Tilt Cue", BBN Report No. 3802, Bolt Beranek and Newman Inc., Cambridge,
Mass. (In preparation).
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Figure I. Block Diagram of the Tracking! Task
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Figure 2. Sketch of the Central Visual Display
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at 2 rad/sec and a complex pole pair having a natural frequency at about
10 rad/sec. "Target" motion was provided by a sum of _inusoids designed to
approximate a second-order noise process.

St&Jects were instructed to minimize a weighted sum of mean squared
heading error and mean squared roll acceleration and were trained to near
asymptotic performance on each of the four experimental conditions.

SUNNARYOF RESULTS

The comparison between predicted and measured rms performance scores
presented in Figure 3 shows that the model predicted the major trend of the
experiment: namely, that motion cues would benefit performance to a greater
extent when the tilt cue was present (i.e., horizontal roll axis). This
comparison is perhaps better illustrated in Figure 4 in which static-motion
differences in rms scores are sho0,_a for all performance measures. For the
most part, predicted differences were within one standard deviation of the

difference scores obtained experimentally. For roll axis horizontal, the
model predicted a smaller decrease in the error score and a greater decrease
In the acceleration score than revealed by the data. Predicted static/
morton performance differences were generally less than observed experimen-
tally for roll about the vertical; however, observed differences were largely
not statistically significant.

Model predictions shown in Figures 3 and 4 were obtained _:ith pilot-
related parameters selected as indicated in Table 1. On the basis of results
obtained In a study of simulator washout effects [3], a "residual noise" of
15 d_grees was associated with perception of plant roll angle from t.le tilt
cue. Because of the relatively large roll rates and accelorations required
to perform the tracking task, perceptual thresholds and residual noise terms
for other motion-related cues were considered negligible.

The informational analysis adopted in previous studies was used to
account for the presence or absence of motion cues. For roll about the hori-
zontal axis, moving-base simulation was assumed to provide the pilot with
information related directly to vehicle roll angle, roll rate, roll accelera-
tion, and roll acceleration rate. Ne further assumed that attention would

be shared between visual cues as a group and motion cues as a group and thag
the pilot would allocate attention between these two sets of cues in a way
that would minimize the objective performance cost. A similar treatment was
adopted for roll about the vertical axis, only in this case the pilot was
assumed to obtain no cue related directly to plant position, and zero atten-
tion was ascribed to this variable. The model for static tracking was

* The reader is directed to References 1-5 for a review of the optimal-
control model and its treatment of motion cues.
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identical for the pilot in the upright and supine positions. Relative atten-

tions of 0.5 and 0.2 to motion variables were predicted, respectively, for

the cases of tilt cue present and tilt cue absent.

Table 1

Nominal Values for Pilot-Related Model Parameters

Motor time constant C.I seconds

Time delay 0.2 seconds

Driving motor noise/ _, (negligible)

signal ratio

Pseudo motor noise/ -35 dB_ relative

signal ratio to control variance

Observation noise/signal -20 dB relative to

ratio for "full attention" signal variance

Perceptual threshold, 0.05 degrees

indicator displacement visual arc

Perceptual threshold, 0.05 degrees/second

z indicator velocity visual arc

Figure 5 shows that the model correctly predicted many of the detailed

changes in pilot response behavior induced by the moving-base simulation.
For roll about the horizontal, the model showed a substantial increase in low-

frequency phase shift, a small decrease in amplitude ratio, and a decrease in

input-correlated control power at low frequencies. For vertical-axis roll,
the model correctly predicted a small increase in low-frequency phase and,

in general, no appreciable changes in other frequency-response measures.

The model also predicted the following effects that were n_ot observed
experimentally: decreased input-correlated and remnant-related control power

at high frequencies for horizontal-axis roll, and increased low-frequency

remnant power for roll about the vertical. Errors in predicting the effects

of motion simulation on low-frequency remant power arose primarily from
the tendency of the model to predict considerably less remnant in the static
case than was observed experimentally.

The subjects used in these experiments were instructed only to min_,Ize

_otal "cost"; they were not instructed as go the desired control strategy.
One might, therefore, expect the subjects to have adopted strategies differ-

ent from that predicted by the model, provided such non-optlmal behavior had _

negllble effect on total cost. i!
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Figure 5. Comparison Between Model and Experimental
Frequency-Response, Nominal Parameter Values
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Selected pilot-related parameters were varied to determine the extent i
to which matching errors could be attributed to performance insensitivity. ,

Specifically, time delay and cost weightlngs were modified in such a way that

: total cost was virtually unchanged (an increase of less than 3%.) Figure 6a

shows that the ability of the model to match pilot response behavior at high

frequencies was substantially improved by this procedure. To this extent,
differences between predicted and observed measurements can be attributed to
"pilot preference" of the type that does not noticeably affect performance.

Errors in modeling low-frequency aspects of response behavior could
not be attributable to pilot preference, however. Low-frequency remnant

power for static tracking was matched only by an increase in observation ._
noise - specifically, noise associated with perception of heading erctr.

The match to low-frequency phase shift for the motion case was improved by
assuming less than optimal attention to motion cues. The resulting improve-

ment in model-matching capability is demonstrated in Figure 6b.

DISCUSSION OF RESULTS

The results of this study indicate that a simple informational analysis
is sufficient to account for much of t:_einfluence of the tilt cue in tasks

involving roll-axis motion. -qpecifically, one assumes that the pilot direct- J

ly perceives the bank angle of the (.,,oving)vehicle if the tilt cue is pres-

ent; otherwise, this element is omitted from the pilot's "display vector".
The remaining motion-related cues of roll rate, roll acceleration, and roll
acceleration rate are assumed available in both situations.

One should not interpret the results of this study as indicating that

the tilt cue will generally be of significance in a task involving roll-axls

motions. On the contrary, the degree to which the tilt cue provides usable
information to the pilot depends on the details of the tracking task. (In

fact, considerable pre-experimental model analysis was required to design an

experimental task in which performance would be significantly influenced by
the presence or absence of the tilt cue.)

The "residual noise" of 15 degrees associated with perception of the
tilt cue is not to be interpreted as a detection threshold, but rather as a

measure of uncertainty _.ssoclated with this perceptual variable in the con-

text of a continuous ,re:king ,ask. Since a "residual noise" is roughly
" , _!

equivalent to a thre-_,,_!_ of one-third the value in terms of the optimal-

control pilot model [6], the residual noise of 15 degrees is consistent with

an _ndifference threshold ,'_fabout 5 degree.s recently obtained in an experl- _

men, requiring simultaneous det.'.:ctionof tilt and continuous roll-axis

control [7].

To some extent, insensitivity of performance to pilot response stra-

tegy appears to have allowed the subjects to "trade" acceleration score for

error score when performir_g the tracking task with roll motion about the
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horizontal axis. However, performance insensitivity does not explain the

relatively large noise/signal ratio (equivalently, low attention) associated

with perception of heading error in the fixed-base tracking task. Increas-

ing this parameter from the nominal -20 dB to -5 dB to provide the best

match to the experimental results increased the predicted total cost by

about 20% - an increase too large to ascribe to pilot indifference.

A more consistent explanation of these results is that the high noise

level may have reflected increased uncertainties about vehicle response

characteristics caused by the reletively high order of the plant dynamics

(two pure integrations plus additional lags to represent the dynamics of the

rotating simulator). When motion cues were present, the controllers may ._
have obtained sufficient additional information about the state of the con-

trolled plant to minimize this uncertainty; hence, the ability to match

moving-base response behavior with nominal noise levels. Improved modeling

of pilot response behavior in situations involving high-order dynamics is

a possible area for future research.
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ROLL TRACKING _F/ECTS OF G-VECTOR TILT AND VARIOUS

TYPES OF MOTION WASHOUT

Henry R. Jex and R_ymond E. Magdeleno
Systems Technolo_ Inc.

Hawthorne, California

and

Andrew M. Junker

6570th Aerospace Medical Research Lab, EM Branch
Wright-Patterson AFB, Ohio

The aim of this research was to discover the basic effects on pilot roll

tracking behavior, perfcrmance_ and impressions for several types of motion-

reducing logic ("washouts") used in moving-base simulators. It was a Joint
progrsmbetween the 67_0 Aerospace Medical Research Laboratory (AMRL-EM
_ranch) and Systems Technology, Inc.

!
The experiments were performed on the AMRL Dynamic Environment Simulator

(DES), in the roll degree of freedom only. The g-vector was oriented both jiinormally (pilot erect, tilt cue present) and 90 deg nose-up (pilot supine, no
tilt cue). Washout filters included: second order, first order, attenuated
first order, attenuated, and static (fixed base).

In a dogfight scenario, _he task was to follow the target's roll angle
while suppressing gust disturbances. The two independent inputs (interleaved

sum-of-sines) enabled identification of both the visual and motion response
2aramete_s of the pilot by the STI Model Fitting Program (MFP'77). A 12-

parameter multiloop model structure fitted includes separate visual and roll
motion sensing channels, with a common neuromuscular actuator block.

Excellent describing function and performance data as well as subjective
impressions were obtained on four non-pilot subjects, each well trained in

the "real-world" case (full motion; 90 deg nose-up). All subjects adopted

the saz_ebeh_¢ioral strategies in following the target while suppressing the
gusts, and the MFP-fitted math model response was generally within one "data i

symbol width." I

The results include the following:

@ Comparisons of full roll motion (both with and without the

spurious gravity tilt cue) wit_ the static case. These motion _.
cues help suppress disturbances with little net effect on the ;i_
visual perf,_ance. Tilt cues were clearly used by the pilots
but gave only small improvement in tracking errors.
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@ The optimumwashout (in terms of performance close to "real

world," similar behavioral parameters# significant motion

attenuation (60 percent), and acceptable motion "fidelity")
was the combinea _,ttenuation and flrst-order washout.

• Various trends in parameters across the motion conditions were

apparent, and are discussed with respect to a comprehensive
model for predicting pilot adaptation to various roll motion
cues.

The detailed data base (spectra, remnant, describing fanctions, model
fits) are compiled in a sops.ratedoc_nent available to interested researchers

through AMRL-EM.

INTRODUCTION

Objectives and Background

A joint experimental/analytical effort by the Aerospace Medical Research

Laboratory (AMRL/EM) and Systems Technology, Inc. (STI) was conducted to
define a pilot's use of motion cues in moving-base simulators free to rotate

only in the roll degree of freedom. This situation provides the pilot an

intrinsically spurious roll _ttitude or "tilt" cue. This effect can be re-
duced by "washing out" the cab motion so the cab always tends to return to an

upright orientation, although this distorts the t_ae angular motions. The

optimization of the washout _namics to achieve the best compromise between

realistic roll rate cues and suppression of the spurious tilt cue is an impor-

tant facet of the immediate future work to be done in the AMRL/EM laboratory.

The basic objective was to determine what form and degree of washout dy-

namics achieve_ the highest simulation realism, while engendering true-to-life
behavior of the pilot, and producing the correct performance effects due to

environmental stressors. Lcnger range objectives include the possible cor-

relation of these experiments with other ground-based simulations and later

with in-flight experiments.

To accomplish the above objectives this i_.vestigation had to consider two

basic problems in moving-base simulation: the use of motion cues by the pilot
in the actual ("real world") case and the effects of spurious motion cues in

modifying that usage in the simulator. A brief examination of the piloting

task involved in the first problem is useful before proceeding to the second.

Consider a situal.ion of primary interest to the Air For_e -- air-to-air
combat -- and focus upon the pilot's response to the dynamic (non-steady) com.

ponents of motion. Assume that, initially, the pilot has his win_s lined up
with those of a target aircraft that he perceives against _ murky or night-time

backgzound (no horizon visible). In this "impoverished display" _;Atuation
he can visually perceive only the difference (error) between th_ target's

wings aridhis own. Further_ the pilot has tw(,tasks to perform, cften
simultaneously:
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a. Regulate (suppress) disturbances, e.g., due to gusts or swirls

from the target's wlngtip "vortices. In this task the pilot's

role is to reduce motions, and if he suppresses the gusts

with small error, the physical motions become small.

b. Trac____kk(follow) the target roll motions (e.g., by keeping one's
wings parallel with the target). In this task the pilot's

role is to produce motions, and if he tracks with small error,

the physical motions become larger (approaching the target
motions).

In the general case, where both inputs are present, the pilot is faced

with a continual conflict between reducing disturbance motion and producing .j
correct following motions. The figvra-of_merit (at least in air combat and

landing tasks) is prlmarilylow roll error (and, perhaps, limited roll accel-
eration or its rough equivalent _ aileron control deflection). Because

multiple sensory feedbacks are involved, with more than one input, the problem

is a multiloop one, and this greatly complicates the control system analysis
as well as the attempt to infer the pilot's behavioral "structure" and para-
meters, as will be demonstrated, herein.

Most of the earlier rcsearch in measuring the use of visual and motion

cues, such as that of Stapleford, et al (Ref. I) and Shirley (Ref. 2), tended
to have either the target input o.!rdisturbance, as dominant, such that the I

possible cue conflicts were minimized. Stapleford, et s! were able to infer I

the separate visual and motion pathway dyn_aics by using mathematically inde-
pendent target and disturbance inputs comprising sums-of-sinusoids inter-

leaved in frequency, then interpolating between frequencies to solve the
simultaneous vector equations required to untangle the loops (this process
will be shown later herein). However, these pioneering results were not

fitted in any form suitable for efficient use. Thus, the secondar)objec-

tives of this program were to improve the reduction and analysis oI multi-
sensory manual control data, and to structure and parameterlze the results.

Here, where the target following and disturbance motions were comparable, in
bandwidth and amplitude, new technlqt,es were required.

Such a situation seem natural for an optimal control model of the human

operator, and Le rison, working with AMRL experimenters has put forth a first-
cut at jast such a model in Refs. 3 and _. The forcing functions were either

target inputs or disturbances, and effects similar to Stapleford's _u_d$hirley's
were obtained. Whether or not their (implicitly) assumed feedback structure

is valid is hard to say without more data on the all important dual-input case
treated here.

In auothe22 apgroach Zacharias (Ref. 9) has tackled the problem of sensory
conflict of visual and vestibular sensors ir conjunction with regulation of

purely visuaL, purely motion or conflicting cue situations, and has speculated

on a cue-corflict resolving model for the human cperator, in the yaw-only
degree of freedom. Testing the validity of such cue-conflict-resolution

approaches as these requires a very solid data base to exercise one's model

against, and this _s still largely lacking. In light of the above needs, a
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third objective was to establish a very solid and comprehensive data base,
using inputs, controlled elements, and washouts that were analytically tract-
able and fairly linear, so that future validation of cue-utllizationmodels
would be facilitated.

Scope

To meet these objectives, the AMRLDynamlc Environmental Simulator (DES)
was employed, which permits pilot rolling motions with his rolling axis hori-
zontal (normal spurious tilt cues present) as well as vertical (tilt cues
absent). Details are given later. The scenario selected was that of air-
combat wlth a set of fairly sluggish aircraft roll dynamics, so that motion
cues would be useful. As wlll be described, the target and disturbanceswere
carefully desi_led to provide strong motion-usage conflicts as well as easy
analytical modeling. Several motion cases, ranging from full motion, various
washouts to fixed base were included. Based on prior work, a plausible struc-
ture for the pilot's use of visual _nd motion inputs was proposed, and a newly
developed technique was used to fit these model parameters quite precisely to
the frequency-domaindata.

We show how some of the past results are explained on the basis of dlf-
ferences in the apparent "opened-loop"transfer functions for target vs.
disturbance inputs, despite identical pilot behavior with respect to either
by itself.

To obtain reliable measureme:_ts,worth fitting by the relatively high-
order models selected, extremely consistent pilot behavior is necessary. This
was obtained by a combination of the sluggish controlled element (which had
a fairly well-defined optimum strategy) and very well-trained subjects.

The results show clear answers to the questions raised earlier, when
analyzed with respect to various performance and behavioral (dynamic) para-
meters, and some interesting trends are evident in the pilot parameters vs.
motion measures, even for fairly small motions. Nevertheless, this report
does not attempt to interpret these covariatScns in terms of an overall model
of operator adaptation to pure and distorted motion feedbacks.

EXPERIMENTAL DESIGN

A_p_o_eh

As noted in the introduction, there were two f_cets of roll motion-cue
usage to be investigated: "re_-world" motion vs. no-motion and distortions of
re_-world motion by various w_shout filters. In the actual fl_.ght case,
where gradual bank angles result In translation of the aircraft, there is no
way to tell vertical by seat-of-the-pantsor other vestibular sensors. A set
of realistic rolling cues were provided by tipping the roll-axes of the simu-
lator 90 deg nose upward so that the spurious tilt cues were absent. This
full-motion at 90 deg inclined roll axis (F-9_ case was given the mos_
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practice and became the "real-world" reference for all other motion cases. By
comparing it with the static case, the basic effects of motion were revealed.
To check effects of the conflicts between target following vs. disturbance

regulation, both forcing functions were given alone and together (dual input)
for the F90 case. If the dual case gave similar data as either input alone,

then the dual input could be used throughout, with consequent savings in runs

and data analysis.

The washouts in roll-only simulatorz are used for two main purposes, a)

to reduce the tilt cues (largely a low frequency effect) and b) to reduce any
or all motions (accelerations, rates, displacements) to fit into a limited

capability simulator, always with a horizontal orientation of the roll-_xis.

Consequently the effects of simulated roll only motions were covered by the
full motion at O deg roll axis inclination and various washouts -- all selec-

ted to give substantial reduction in roll displacement.

To keep the number of runs within bounds, it was decided to keep constant
the plant and the spectrums of forcing functions; and to try only one varia-
tion of each washout filter scheme.

Control Task

Block Diagram--a scenario with high face validity relevant to Air Force

problems+is air-to-air gunnery. In a modern high thrust/weight fighter, com-
bat maneuvers take place at all flight path angles, hence the horizon is

relatively unimportant. The main criterion for accurate tail chase is to

match the roll angle of the target aircraft. The pilot is attempting to
follow an evasive target while at the same time he may be buffeted by gusts,

a component of which could be wing tip vortices of the target. To simplify
the simulation and subsequent modeling and interpretation, a compensatory dis-

play (error only) was used and the subjects were instructed to minimize the

bank angle error.

Fig. 1-a illustrates the basic elements involved: the Human Operator.
Controlled Element, and Washout dynamics. The multilocp nature is evident in

that the Motion Path senses physical (inertial) bank angle while the Visual

Path senses the error between target and task bank angle. (The four-character

"names" on the signals in Fig. I represent the Fourier coefficients and are

used to label some power spectra and describing functions later in this re-

port).

Controlled Element
+.

The controlled element (Eq. I on Fig l-b) represents an approximation to _
the roll dynamics of a fighter. The Roll Subsidence mode, having a time con- i_

stant of I/1.6 = O.63 see, is typical of a loaded fighter (i.e., wlth external
stores). This value was selected a: it would require a significant amount of

lead generation by the pilot, because the Crossover-Law for human operator

I equalization (e.g., Ref. 9) predicts that in such cases the ideal pilot lead
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a. Block Diagram Showing Definitions of Element2 and Signals
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Figure 1. Roll Tracking Task Block Diagram and _Tansfer _nctlon
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i:

; would be about TL -'TR " 0.5-0.7 sec. The "Structural Mode" and "DES lags"
represent the unavoidable and measured response characteristics of th.,nES

i motion simulator, while the "Servo" Lag represents actuation lags of a (poor)

i aircraft control system. It was raised to 0.2 sec to prevent excessive accel-
! eration or rate commands to the DES which would cause its drives to operate in

a partly saturated (hence nonlinear) manner.

Analysis of thi_ controlled element showed that it requires a fairly
tightly constrained pilot equalization, with some lead to offset the roll-

subsidence lag, but not too much or else the structural mode and lag elements

would destabilize the system. Thus, there was a clearly optimum control

strategy for the subjects to learn, which was important because they were

not experienced pilots.

Forcing Functions

Quasi-random target and disturbance inputs were constructed from eight
sinusoids each (Table I). The frequencies were selected so as to have an

integer number of cycles in the run length as shown. To assure statistically

independent inputs, target and disturbance frequencies were interleaved, yet
each was approximately evenly spaced on a log-frequency plot. After these

choices were made the amplitudes were "shaped" to simulate a random noise

process that would resalt from white noise being filtered by the shaping
filter forms given in Table I. Finally, these "shaped amplitudes" were

scaled so as to give the listed rms and peak amplitude values.

The target's shaping filter was selected to simulate a low pass spectrum

typical of an evasive target. The disturbance's shaping filter was selected
so that under static conditions (and, as further shaped by the controlled-

element) the spectral content and rms -.dues would be nearly equal to that

of the target, a_ seen on the error display. Thus the pilot could not use

input frequency properties to separate target motions from disturbance motions.

Multiloop Pilot Model and Identification Procedure

Anal_sis. -- The measurement problems involved in the multiloop system of
Fig. 1-a can be illustrated by examining the task error components resulting

from target and disturbance inputs, shown in Fig. 2.

First consider the static case, where the Motion Path is inoperative:

M(ja_)= 0. Then the t_sk error vector (frequency response function) _ecomes

that given by [_q.2 iu F_g. 2 (for convenience, we h,we dropped the arguments

s = j_,__n each of the inputs and transfer functions; _(_l_ = E, etc._.

Equation 2 has been written in the form of a conventional single loop
system, wherein the [ ] term is the closed-loop error-to-lnput describing

function, so the product V'Y c is recognized as the open-loop describing i:
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TABLE I. FORCING FUNCTIONS FOR DUAL INPUT RUNS

TARGET DISTURBANCE

(rms = 7.1 deg)* (rms = .74 lb-- 3._ N)*
m,

Cycles c_ AdB Cycles _ AdB

Run Lengtht (rad/sec) D= I. deg Run T.eugth (rad/sec) O = I. lb

5 O.19 13.6 9 0.35 --20.6

13 0.50 11.6 17 0.65 -16.5

23 0.88 8.7 30 1.15 -13.6

37 I.42 5.6 49 I.88 -I I.4

63 2.42 1.0 83 3.18 - 9.7

I07 4.10 - 5.8 141 5.41 - 9.2

_82 6.98 -14._ 241 9.24 -lo.o

309 11.85 --24.4 410 15.72 --11.7

SHAPING FILTER FORM

I s

(h i b.5)(h+1.7)(s+_.o) (s +0.5)(s +5.3

* For single input runs the values were increased by ,_:I
t Run length = 163.84 sec

function, GOL for purely visual feedbacks. Recall that increasing the magni-
tude of GOL reduces tracking errors, etc.

Similarly, in hypothetical situations where the operator would close his

eyes and operate solely on motion cues (V = 0), the task errors would be given

by Eq. 3 in Fig. 2. The input is unaffected, while the disturbances are sup-
pressed.

When both visual and motion paths are active the multiloop relationships
become more complex, but can still be written so as to reveal the effective

opened-loop dynamics (similar to Eqs. 2 and 3), as shown in Eq. 4. Now,

however, the "opened-loop" describing function for _ errors (GI, of

Eq. 4a) contains the closed-motion loop I/(I + MWYc,77-_le _D for the dis-
turbance errors contain the sum of motion and visual effects IV +MN)Y c.
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Disturbance
D

Operator Vehicle

! + E C _ -
Target

Washout

_M

Note: All blocks and signals are vector functions of frequency:
E = E(j_0)etc.

For Visual only: (Static; M = O) (E/I)cL

E = (I-DYc) []_] (2)
Open-loop DF: "GoL" for Visual Loop alone

For Motion OnlF: (Eyes closed; V = O)

E "= I --DYe + _Yc (_)

Open-loop DF: GJL for Motion Loop alone

For Visual-Plus-Motion:

E = I I + (-DYe) I + GD (4a) _

where "Opened-loop" DF's

VYc

GI = 1 + MWYc (4b) ,,,

% --(v+ _)Yc (4c) _

Figure 2. Closed-loop Error Relationships to Target and Disturbance

Inputs for Various Single and Multiloop Structures
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In the single loop cases of Eqs. 2 and 3 a high-gain (V or M) reduce_
errors, but in the mu_tiloop case there is a conflict:

• A high-gain motion feedback (large M) reduces the disturbance
errors via Eqs. 4a and 4c, but increases the target errors
via 4a and 4b.

• A high-gain visual loop (large V) reduces both error components.

• The optimum strategy (to minimize E) is a complicated function

of the spectra of I and D'Yc, as well as of Yc and W.

These are the analytical expressions for the qualitative motion/visual cue
conflict mentioned in the introduction. Further 3 notice that analytically

opening the loop for either target or disturbance inputs will give different

apparent "opened-loop" describing functions (Eqs. 4b vs. 4c] even with identi-

cal V and M operations in both equations. This has led in the past to some

misinterpretation of results for mostly-target or mostly disturbance inputs.

Finally, it can be seen that, knowing the vehicle and washout dynamics

(Yc and W) and with simultaneous independent inputs I and D, the independent

estimates of the visual and motion operations (V and M) are theoretically
possible if the signals are not confounded with noise. The temptation to

measure V and M from static and mot!on-only runs, respectively, is precluded
by the adaptive nature of the human operator. In general, the pilot will

adopt different parameter values for his gains, leads and lags in the above
special cases compared to the combined case, as will be shown later.

Model Structure and Parameters. m The criteria for selecting the model
structure were that it be:

I. The simplest form capable of capturing all of the significant

frequency-domaln characteristics of the measured data, both
with and without motion.

2. Have components structurally related to previously well known

visual-motor elements, such as neuromuscular (NM) and, central-
nervous system (CNS) components, as well as motion sensing

elements from afferent vestibular and proprioceptlve signals, i

5. Compatible with prior manual-control models, e.g., those in
Ref. 5.

Figure 3 details the assumed pilot model structure and forms for the
Visual and Motion paths of Fig. 2. The rate and displacement elements in the

"VISUAL PROCESSES" group are used to generate a lead time constant (TL = KR/
KD) which pilots typically adopt to cancel the roll-subsidence mode in the

controlled element (Ref. 3). The "integral" term is sometimes needed to

represent the pilot's trimming actions and other low frequency behavior.

(e.g., the so called "a-effects" in the Extended Crossover Model of Ref. 5)
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Error Delays (Neuromuscular) Stick
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_ i+Ais+Azsl �0�t�È�';STIK,,r'-

Visual _ I 2_N + "INRemnant VISUAL At = w-"N"
ne

PROCESSES
A=, I---. .'r._Nz _NAccelerotion

Motion _._ Kas, __._." MOT/ON As. "INRemnant PROCESSES _N=/ /
nM

PROCESSES
Kvs

on

_'MJ Error Ti It

Figure 3. Assumed Pilot Model for Roll-Only Tracking

The extra visual time delays account for retinal and central (e.g., rate)

processing as well as computational and display lags.

The tilt, velocity and acceleration terms in the "MOTION PROCESSES" are
the simplest possible descriptors of the pilot's use of physical bank angle.
These are not intended to represent motion sensors directly although the

velocity term is very similar to the output of the semicircular canals over
the forcing function frequency region. The tilt angle cue KT is actually
due to the lateral specific force due to the tilted g-vector.

The "ACTUATION PROCESSES" include a time delay and a third order neuro-

muscular system, the latter readily simplified to a second or even a first

order approximation, as noted in the figure (e.g., for a second-order system

set TN = O, whence A3 = O, A2 = I_N 2 and AI = 2_N_N). The delay terms _v

and _Mwere actually modeled as first-order Pade polynomials, and by breaking
up the net delays into two small portions the Pade roots (at 2/m) are at

sufficiently high frequency to give an excellent fit up to over 10 rad/sec. _,_.
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Identification. -- The two "opened-loop" expressions in Eq. 4a can be

used to identify the two unknown paths (Visual and Motion) only if the Target

and Disturbance inputs are independent. For signals constructed as a sum of

sine waves this means that there can be no common frequencies. However this

precludes the direct solution for the unknowns (V and M) since the "opened

loop" expressions cannot be evaluated at the same frequencies. This dilemma

was dealt with in Refs. I and 2 by linearly interpolating the measurements
at the interleaved frequencies. This can lead to difficulties and inaccura-

cies in the vicinity of lightly damped modes, where the transfer functions are

not smooth. A different technique is used where specific model forms are

assumed for the Visual and Motion paths and the equations of motion are writ-
ten for all elements and loops, so that in effect the "interpolations" are

made with appropriately shaped math models. The unknown parameters are then

adjusted by the STI Model Fitting Program (MFP; described below) so as to fit
simultaneously the closed loop error and stick describing function responses

to the Target and Disturbance inputs.

The STI Model Fitting Program was developed to fit high order multiloop

models to frequency domain data (e.g., from Fast Fourier transforms and is
described in Ref. 7. It evaluates selected transfer functions from fixed-

form adjustable-parameter equations-of-motion written in a special way such
that each adjustable parameter appears only once in the "matrix-of-equations."

Thus, the influence of each parameter on any system response to any input is

available. The program minimizes the vector difference between model and data

transfer fux,ction responses using a variety of steepest descent techniques to
minimize a cost function. This cost function is evaluated by squaring and

amplitude weighting the difference in the real and imaginary parts of the data

and model resDonses. In the present case, five frequencies of the task error-

to-disturbance, four of the stick-to-disturbance and five of a linear sum of
error- and stick-to-target were fit. The amplitude-weighting was the inverse

of the data magnitude, thus each frequency was uniformly represented except
that the highest frequency of the stick-to-disturbance was weighted 10 dB less.

Since the target and disturbance are sums of sinuso_ds, the effective
"opened-loop" expressions in Eq. 4 were estimated using ratios of Fourier
coefficients:

GI (J_) I E = _V--E_! at Target frequencies, _I (5)

4 (Jo_) =- = at Disturbance frequencies, (6)
_D

where the four character names PLNT, VEER, STIK and SERE are defined in Fig. I

and will be used to identify various responses in the remainder of this report.

To check the accuracy of this procedure an analog "autopilot" operation on

both task error and measured motion was mechanized on the DES setup and the

recorded signals were processed thru MFP. Table 3 summarizes the results of
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TABLE 3. ORIGINAL AND RECOVERED PARAMETERS
FOR DUAL AUTOPILOT

KRS + KD e--TvS
Visual Path: V - TvS + I

KvS+ T
Motion Path: IM =

TMs+ I

"VISUAL LOOP" "MOTION LOOP"
CASE

KD KR TV _V KT KV TM

Original •133 •067 •IO0 •018 .040 •IOO •IO0

Recovered •134 .062 •098 .023 .040 •104 •092
by MFP

this check, using the forms indicated. The time delay shown is an approxima-
tion to the net phase effects of various hybrid computation delays and high-

frequency anti-aliasing filter lags. Some errors could be due to the fact
that the "dialed-in" computer settings did not accurately represent the effec-

tive parameters. Generally the recovered parameters in Table 3 are quite close

to the nominal, such that a transfer function plotted from the recovered para-

meters would be indistinguishable from one plotted for the original parameters.

Washout Dynamics

In addition to the static (no motion) case ("ST"), and full-motion cases
with roll axis at 0 deg inclination "FO", and nose up 90 degrees, "FpO";
four different washout schemes were tested:

@ Purely Attenuated, "A" wherein the plant motions at all fre-

quencies were multiplied by I/2 in commanding the DES.

• First-Order, "WI"; where the low frequency motions are attenu-
ated by a first-order high pass filter of the form:

!
1 = Khi s _'"
lwl s + I/T (7)
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where

Khi = high frequency gain (near 1.0)

T = time constant ("break frequency" = I/T)

With this washout a step bank angle command returns experimentally to zero
with a time constant of T sec.

• First-Order, Attenuated, "WI,A"} a combination of the two fore-

going washouts, with different gains and break frequencies.

• Second-Order "W2"; the low frequency terms are washed out by

second order high pass filter of the form

2

a)M I = Khi s"&" W2 s2 + 2_,s + _ (81

where

= the break frequency, and

the damping ratio (typically .7)

With such a second-order washout an initial step bank angle returns with

minimal overshoot with an effective delay (to half amplitude) of (2_/_)
seconds. A constant roll rate input still ends up at zero bank angle.

The various washout parameters were originally selected to produce a

reduction in rms roll amplitude to about 50 percent of the full motion case,

based on a more-or-less arbitrary a priori assumption of a typical, invariant,
second-order closed-loop pilot-simulator response to roll commands, charac-

terized by a bandwidth of _.6 rad/sec and a closed-loop damping ratio of

_CL _ O.6. It was realized that in practice the pilot might change his re-
sponse characteristics for different washouts, but this procedure was used
to select the different parameters on a more rational basis than (say) fixed

break frequencies of all the washouts.

In the simulation, inadvertent problems with mechanization of the filters

and DES response properties slightly modified the intended wash-out dynamics.
The actual response properties of the washout plus DES combination were fitted

by the appropriate forms of Eqs. 7 and 8 and the effective washout-filter
parameters were extracted. These are summarized in Table )I. Most of the

effective parameters were close to the intended ones, except for the W2 high

frequency gain which was 1.2 instead of the 1.O desired. In Table 4 the cases

are arranged in order of decreasing magnitude of rms physical roll angle, and i
this order will be used throughout the presentations to follow.

Measurements

A c_mprehensive set of measurements were made in an attempt to quantify

all aspects of the pilot's performance, behavior, and effort.
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TABLE 4. MOTION CONDITIONS AND WASHOUT DYNAMICS :

i

Case: F90 F0 W2 WI WI, A A ST
I l I I I • I

Washout "Full "Full "Second "First "First "Attenu- "Static"

Type: Motion" Motion" Order" Order" Order, ated"
at 90° at O° Attenuated"

High Fre- I.O I.0 I.2 I.0 0.7 0.53 C

quency Gain

Break "-- _- _= .8_'r/s 1.O r/s .40 r/s -- --

_=.7

1. Performance Measures: Overall statistics (mean, variance, rms)
of all signals, with emphasis herein on: tracking error stick

force and physical roll-angle and rates.

2. Pilot Behavior Measures: Describing functions are the primary
indicators of pilot behavior. The fitted parameters are use-

ful for encoding efficiently the data, but the actual plots
are often most informative. We use the "opened-loop" describ-

ing function, as they are the most useful and tie in with past

experience on single loop systems.

3. Subjective Evaluations: Each subject was given a questionnaire
about his tracking strategy, effects of motion cues and, dif-

ferences due to washouts. Because these were not experienced

pilots, no comparison to actual flight could be made; instead,
subjects were asked to compare the motion cues with those of

the F90 "real world" case.

APPABAT_S AND PROCEDUBES

Apparatus

The experiment was performed on the Dynmnic Environmental Simulator (DES)
at the Aerospace Medical Research Laborat. ry at Wrlght-Patterson Air Force
Base. The DES is a man-rated centrifuge with independent roll and pitch cab

control. For this experiment only the roll tracking motion was used, with _

the roll-rate limited to 90 deg/sec and the roll acceleration limited to 90

deg/sec _. There are no limits on roll angle in the DES.

Within the cab, the subject seat was mounted such that the roll axis of

rotation was roughly through the subject's head. Mounted on the seat was a

right-side-mounted force stick for vehicle control. The elbow was braced, so

that when the roll axis was 90 deg nose up, the hand was still comfortably
over the stick. _e cab contained a computer generated display, Fig. 4,
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which was centered in azimuth a distance of approximately 17 inches from the
subject's eyes. Subject's sitting height were such that the display was with-
in 0 to 10 degrees of eye level. The "inside-out" display of target tracking
error consisted of a 3.5 inch long rotating "target wing" whose center was
superimposedupon a stationary horizontal dashed line nine inches in length.
A .2_ inch perpendicular "fin" at the center of the rotating line provided
upright orientation.

Figure 4. Sketch of the Roll Tracking Display

The DES is configured such that the pitch gimbal is outside of the roll
gimbal. Thus it is possible to pitch the simulator nose up 90 degrees without
affecting the roll axis tracking system. The cab pitched up 90 degrees was
used for tne "real-world" condition, as noted earlier.

J
_erlmental Procedure

Four healthy college students between 18 and 2_ years of age were used
for the experiment. None were experienced pilots, so extensive training was
necessary. Training was first accomplished for the static and two Full-Motion
conditions. Tracking under each condition was considered one run. Each run
lasted 16_ sec and the three conditions or runs were presented in a random
order each day. At the end of each run, subjects were presented their mean-
squared-error score for that run. Training continued for approximately three
week____s,three to six runs per day, at which time error scores began to reac_
asymptotic levels. Once performance leveled off, four more runs per subject
per condition were performed and time history data was recorded for subsequent
analysis.

For the second part of the study in which we investigated washout filter
effects, we used the experimental design philosophy stated earlierm that
washout filter effects should be compared to the "real-world"motion cues
as encountered in the full motion no-tilt-cue case (F90). Therefore at the
start of the evaluation of each washout filter, we let each subject first
track in the F90 condition for one day. Following this we had each subject
track normally (roll axis at 0 deg) with a given washout filter for three
days, four runs per day. The last four runs for each subject with the washout
filter were saved for data analysis. The procedure was followed for each
washout filter investigated. As in the first part of the study, subjects were
told their scores for motivational purposes.
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Data Collection

A hybrid computer system was used for: display generation, forcing func-
tion creationj on-line error score computation, and time history data collec-

tion. From the time history data, root-mean-squared values and Fast Fourier

Transforms (FFT) of each time signal were computed. From the FFT's power

spectral densities and opened-loop describing functions (e.g., Eqs. 7 and 8)
were computed. The frequency response data reduction, based upon _he sum of

sine waves generation, was similar to that employed in a preceding study
(Ref.3).

Comparisons among individual data showed good c-nsistency, once sufficient

training had occurred. Therefore, for each motion condition, the last four
runs of every subject were averaged (16 runs t_tal) by AMRL to give mean ±

standard deviation values for model fitting by STI. It is these averaged

data that are analyzed in the following section on Results.

RESULTS

Limited space precludes the presentation, here, of all the reduced and

averaged data. Instead we present typical time histories for one subject,

averaged spectra and describing functions for a typical motion case, and then,
after demonstrating that the fitted transfer functions truly represent the

data, we present the "(_ened-loop" curves for various cases, and analyze the

resulting performance and behavioral measures to answer the questions in the
Introduction.

Typical Time History

A pair of time-histories of the various inputs and outputs fc_r c_rres-
ponding segments of static and full-motion runs, is given in Fig. 5. For

these plots, identical target and disturbance inputs (tcp and bottom traces_

were used in each run, to reveal the differences more clearly. The following
features of the time histories should be noted:

@ The disturbance input, which is summed downstream of the

stick (and shown to the same scale) is effectively integrated

by the vehicle dynamics to yield roll motions comparable in

amplitude and frequency to the target input.

• In the static case the roll angle does not follow the target _:i
very well, because of these simultaneous, large disturbance 14
inputs.

%

• Comp_ris_n of the E and C traces f(_rthe st_tic case (where

only the visually displayed error can be used) shows that _i
the pilot is using both error displacement and rate in his
compensating c(ntrol actions.
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@ Comparing the motion case to the static case, the control
response is cbviousiy a more aggressive and higher band-

width (due to motion cues), while the tracking error isreduced.

• (Not shown) There is a remarkable consistency in the _,
E and C traces for repeated portions of the same inputs,
showing a highly input-coherent and consistent operator

response, as will be shown by the reduced data, later.

Frequency-Domain _ata

Examination of the individual error scores and closed-loop describing
f_nctions showed that each of the subjects adopted similar behavior and so

the results could be validly averaged, without loss of significant details in

the average. Thus, approximately four runs each of four subjects were aver-

aged for the data sho_ (a few runs were dropped due t data problems). The

data shown here for the Full Motion Case with roll axis at O degrees (FO) is
genuinely typical of all the cases investigated and was not selected as the
best-examples available.

Spectra. -- Fi_:re 6 shows power spectra for the control stick, displayed

error, and aircraft bank angle. The rem_nant shown (plotted at forcing func-

tion frequencies by the X symbols) is actually an average over neighboring
(non-overlapping) estimates. The small standard deviati(,ns shown f(_rall sig-

nal components indicate that all subjects had essentially the same, low vari-
ability, behavior. The signal-to-noise ratio is quite good at all but the

very highest frequencies and implies a high coherency between the two inputs
and responses. This permits the major part cf the responses to be described

by linearized describing functions. Notice that the spectrum of eplant (+)
is large at low target frequencies (to follow the target) while its spectrum
at low disturbance frequencies (_) is lower, as desired.

Closed-Loop Descrlbln _ FUnctions. -- Figure 7 illustrates typical closed-

loop describing function data (to which the model was fitted by the MFP pro-

cedure described earlier) for th_ c_'ntrol stick and task error responses to
t_rget and disturbance inputs. The frequencies used in the model fits are

indicated by the arrows labeled "Fitted Freqs". Not all data points were

used for computational ec(momy. A prellm£nary _nalys[s indicated that the
selected frequency response points were the me,st senslt!ve indicators of pilc_t
behavior.

Generally, the closed-loop data exhibit very low variability and the model

fits capture every nuance of a!!the responses, using one set of model para-
meters and the various closed-loop relationships (e.g., in Fig. 2). The
wiggles in the describing functions due tc various low-damped modes, would "_
greatly complicate simple interpolations between target frequencies tc obtain

vectors at disturbance frequencies, as done by earlier investigators (Refs.1,T).

Model Fits. -- Table 9 summarizes the model parameters fit to the data for :

all dual-input cases. Only nine of the twelve parameters in Fig. 3 were
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needed, as preliminary fits showed that a second order fit was sufficient for
the neuromuscular mode (TN= O) and there appeared to be no error integrating

action (KI = PI = O). Lack of KI and PI (tileso called _-effect in the Exten-

ded Crossover Model) may have been due to presence of the tilt cue in the

motion cases with roll axis at C deg, but its absence at F90 and Static con-
ditions is unusual.

The additional columns in Table 5 detail the effective lead time constant

in the visual path (TL = KR/KD) and the effective time delay in the neuro-

muscular path (_e _ _M + AI)" Note that the visual d_splacement gain, KD,
nearly doubles when going from Static to any Motion condition, and the tilt

sensitivity, KT, is negligible for the F90 case, as it should be, since no
tilt cue is available.

Opened-Loop Describin_ Functions. _ A number of other trends and co-
variations among parameters are evident; however, these effects can best be
illustrated by using the "opened-loop" responses calculated using the measured

closed-loop data along with the loop structure of Fig. 2 or the parameters in

Table 5 with the model of Figs. 2 and 3. Figure 8 shows the resulting "opened

loop" data and computed model curve for the Full Motion, FO Case. As with

the closed loop responses the model curve fits the actual "opened-loop" data
very well-- it truly represents the data. These data and fits for this

example are typical; i.e., the other cases show effects similar in kind,

differing only in degree. Thus, comparisons among cases can be made using

the curve fits, as we will do in the remainder of this paper.

These multiple "opened-loop" describing functions have all of the appear-

ance and significance of single open-loop transfer functions, and similaz des-

criptive parameters apply. Some of these have been noted on Fig. 8, as defined
below:

ah = "unstable frequency" (180 deg phase crossover). This
sets the maximum bandwidth of the loop, and is the
frequency at which oscillations set in if the gain

were further increased by KM dB.

mc = "crossover frequency" (O dB gain crossover). This
sets the effective bandwidth of the loop, and deter-

mines the resulting stability margins.

KM = "gain margin" -- allowable gain increase for incipi-

ent loop instability. ._

_M = "phase margin" _ allowable phase lag for incipient ]!_
loop instability.

In Fig. 8, it is apparent that the disturbance loop (dominated by the motion

pathway) has a higher bandwidth and lower phase margin than the target loop i_

(dominated by the visual pathway). This implies lower tracking errors, as 71!_
will be shown later. :
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The kinks in the dashed "asymptctes" in Fig. 8 show the poles (break

downwards) and zeroes (break upward) of the model. The need for the rela-

tively high order pilot-vehicle model used here is clearly shown by the

_!/ spread between the asymptote breaks and the model fits as well as the dif-

ferent asymptotes in each "opened-loop."

Effects of Full Motion vs. Static Conditions

< Figure 9 compares various performance measures for Full Motion and Static

cases. Variances are used because they can be partitioned into summable vec-

tor components due to: Target, Disturbance and Remnant. Concentrating on

_ task error, Fig. 9b, for the STATIC Case, the error components from Disturbance

(D) and Target (T) inputs are essentially the same, reflecting the dual input
spectrum design objective mentioned earlier. For the Full Motion at 90 deg

(FgO) case the target errors (T) are the same as for a Static cab, while the
disturbance errors (D) are much smaller. Going from Full Motion, at 90 deg

to the 0 deg (FO) case shows that the target following errors (T) are reduced

slightly while the disturbance errors are unchanged.

These basic trends in the tracking performance are explained by the

changes in the opened-loop describing functions (DF) shown in Fig. 10. For
the Target Input DFs the Supine and Static cases having no tilt cues show

essentially the same DF (which results in the same target following errors)

whereas the Erect ease (with the maximum tilt cue) has a smaller target error.

For the Disturbance Input DF both motion cases (FO, F90) have the same DF,

which explains why their "D" components were the same in Figs. 9a,b,c,d.
Furthermore, the "Rate Cue Effect" (lower loop lags leading to higher cross-

over frequencies with motion) leads to the motion/static performance effects
denoted by the arrows. Thus Figs. 9 and 10 show that the subjects used motion

cues to improve performance in two main ways.

@ The lower lags (and higher _u) permitted by the vestibular
sensory-motor loop enables, in effect, a "roll-rate damper

_ loop" to be closed by the pilot, thereby allowing a tighter

i: disturbance regulation loop to be used by him (a loop gain

' increase of about 2.7/I.7 = 1.6). Consequently, the dis-
turbance variance is reduced significantly.

@ The tilt-cue was used at low frequencies to provide a sense

of zero reference and, thereby, to avoid drifts and over-

shoots, the effects showing up as a low frequency phase
reduction on the target "opened-loop."

Components of the Multiloop Describing Function Under Motion _.

Further insight may be gained into the complexity of the multiloop inter-
actions and motion effects via Fig. 11, in which the fitted model has been

used, via the loop structure and equations of Fig. 2, to examine: each
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sensory loop individually (visual = dashed, motion = dotted) with the other

simply turned off, and then the combined "opened-loop" (solid line) as dis-
cussed earlier in Section II-C. Remember that the "opened-loop" DF is a com-

plex vector function of V and M, as noted in the legend.

Without going into details, the key points revealed by Fig. 11 are as
follows:

• The Disturbance Input loop (on right) is a simple vector sum

of VYc and MYc. The flat amplitude of the motion loop (dotted)
shows that MYc acts like a roll-rate feedback loop with an effec-

tive time delay, ve, appreciably less than the visual loop (for

MYc; _e = .20 sec, for VYc; _e = .20 + .19 = .59s). Over the

important crossover frequency region of 0.9-5.0 r/s, their vec-
tor sum (solid) has an apparent _e even less than MYc alone:
This is consistent with and "explains" th--6-_esultsof Stapleford -_
(Ref. I) and Shirley (Ref. 2).

• At low frequencies the Disturbance regulation (solid) is

dominated by (closest to) the visual loop at low frequencies
and motion loop at high frequencies.

• The Target following loop (on the left) is a more complex

function of VYc and MYq as seen in the equations in the box.
(The motion component (I + YcM)-I is shown dash-dotted to

distinguish it from YcM alone• Here, the solid curve is the

vector product of the two components). In both amplitude
and phase, the Target following loop dynamics are dominated

by the visual loop (dashed) at all frequencies.

• A comparison (not shown here) of the purely visual static

case perse (dotted curve of previous Fig. 10) and the

isolated VYc (dashed curve of Fig. 11) shows that they

are not the same. When motion is present, the visual
loop'-_n be (and is) operated at higher gains, albeit

with a slightly larger lead equalization (TL) and con-

sequently larger _e. (Per Table 9, TL _ 0.89 sec and

_e _ 0.25 sec for the ST case; while TL = Ot54 sec and
_e 0•20 + O.19 = 0.39 sec for the FO Case).

This analysis of Fig. 11, and others llke it, clearly shows that one can-

not simply add a motion feedback loop to the static case dynamics to get the

combined result. Instead the operator optimizes his combined loop properties
for the case at hand•

Bffects of Single vs. Dual Forcing Functions

For some Full Motion cases (FpO, FO), data were taken for Target input
alone; and for Case F90, Disturbance input alone, to compare with the dual
input case. When either input was used alone, it was Increased by the square-
root-of-two to keep the rms input the same as in the dual input case.
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In general one might expect that if the disturbance alone were present,
the pilot would adopt a different optimum behavior, because all he would have
to do is to suppress both the felt and seen motions. Conversely, for the tar-
get alcne, the pilot might more agressively track the error, because the un-
seen disturbances were absent.

The results, shown in the opened-loop describing functions in Fig. 12, did

not follow these exgectations_ For simplicity, the curve in Fig. 12 is that
fitted to the corresponding dual input case, for which it passed precisely

thru every data point on both sets of DF (e.g., see Fig. 8). The single-input
data are shown relative to this dual-input curve in Fig. 12, remembering that

each of the data plots represents a different set of runs. Somewhat to our

surprise, the single input data are not significantly different from the dual

iuput case, for the points generally lie within one symbol width of the curve
and almost all lie well within ± I standard deviation of the dual-input curve.

How can this be, in the light of the theoretical expectations discussed

above, considering that all pilots weregiven plenty of practice on every

case, and noting that all behaved similarly (evidenced by the low scatter)?

Some hypotheses are:

@ The "optimum" behavior was, perhaps fortuitously, nearly

identical for the single and dual input cases. The combina-

tion of lightly damped modes in the controlled element near

the neuromuscular modes plus stick lags has been identified
as the so-called "Pilot Induced Oscillation Syndrome" of

Ref. 8. These restrict the degree of equalization which

can be used by the pilot to improve performance. Consequently,

he maybe operating near this constrained limit in all cases.

• The pilots were so overtrained in the dual case that they did
not adapt "optimum" behavior in the single input cases despite

plenty of practice with it. If so, this raises questions

with respect to the assumption that pilots adopt an "optimum"
behavior.

• There was some error in the experiment, such that dual inputs
were really present. We checked this and verified that only
the specified single input spectra and rms signals were present.

!

Here is an ideal, simple test case against which to validate the optimal

adaptation models (e.g., Ref. 4). The inputs are analytically tractable, the

good model fits show that the data are representable by linear, modest-order

state equations, and the data are precise, have high signal-to-noise, and are
internally self consistent. Such a validation remains as a future task.

Meanwhile, this result tentatively implies that the dual-input results

should apply to the single input situations, if the inputs and controlled
elements are similar to those used herein.
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Having presented the results on our first question -- that of basic motion

effects vs. no motion, we turn now to the second question: What are the ef-
fects of various motion "shaping" (attenuations and/or washouts)? For this

purpose, the data will be restricted to the dual-lnpu_ cases, all with roll

axis horizontal, i.e., FO, W2, WI, WIA, ATT, in the order of decreasing recov-
ered roll angle.

Figure 13 shows various performomce measures for these cases.2 Consider
first the variance of recovered (measured physical) roll angle, O_M, shown at
the upper left, each case broken down in terms of the components due to target,

disturbance and remnant. Noted on the margin are the variances for %he target

(or disturbance) alone, and their sum. Ideally, the recovered variance would

consist of only the target component (equal to OOT2, attenuated by the motion
shaping washout) and no disturbance or remnant p6_.tions. It may be recalled

from Fig. 9 that in the (real-world) "F-90" case this ideal is approached, in

th't the target component nearly equals the c_mmands, while the disturbance

and remnant portions were small fractions of that.

With these standards in mind, let us consider the effects of various wash-

outs. As described in Section II on Experimental Design, the overall scheme

was to select different forms of motion washout, each selected (albeit
crudely) tc give the same attenuation of roll angle to about 50 percent of the

basic, FO, case (i.e., the target roll variance of I/4 of the basic level).

As seen in Fig. 13a, this was achieved closely only for the pure attenuation

case (_M & 3.6 deg vs. _T -"7.0 deg). The ATT computed roll motions (shown
dashed) were nearly equal £o the FO case, as were the other task performance

measures in Fig. 13 (e.g., tracking error and control force) implying a close

matching of the visual and motlon-loop behavior in the basic and ATT cases,

despite the lower magnitude of mot%on cues in the latter. (More on this later).

The Second Order Washout (W2) (which greatly attenuates the lowest frequen-

cies) distorted the perceived motion cues (per the subjective questionnaire)
and failed to reduce the motions as intended. Analysis of these results showed

that this was due t_ the _bllowing reasons:

a. The washout was a compromise design* such that the high-frequency

asymptote magnified the roll angles (and rates) above the break

frequency of .89 r/s by a factor of about 1.2, causing the roll

rate variance (Fig. 13-c), and high frequenc.yoportlons of the
roll angle variance, to be increased by (1.2)" - I._ relative
to the intended case.

* The DES is a velocity system and as such would drift whenever a cascade wash-

out was used. Consequently, a feedback scheme was devised that approximated

the desired cascade washout but a perfect match at b th high and low frequen-
cies was not possible.
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b. The distortion of the felt motions relative to the visual

motions caused the pilots to perform even worse than in the
static case.

The othe_ washouts were intermediate in recovered motion and plant motion be-
tween the Full and Attenuated cases.

Attenuation reduces both the recovered roll angles and roll rates in the

same proportion, but washout reduces mainly the low frequency components and,
thereby, reduces the roll rates less than the roll angles. This can be seen

by comparing Figs. 13a vs. 13c for the 142 and WI cases, especially.

Except for the anomalous W2 case, discussed above, the performance meas-

ures of tracking error and control force were not significantly different among

any of the first order or attenuated wash out cases (See Figs. 15b and 13d.

Even the proportions of each variance due to: target inputs, disturbances,
and remnant were about the same as for the full motion case (FO).

Further insight into the pilot's tracking behavior under these washouts

is given by the opened-loop describing functions in Fig. 14. It is immediately
apparent that the disturbance-loop describing functions are nearly identical,

implying the following:

• Despite attenuated, reduced-low-frequency motions, and phase

distortions, the pilot compensated to give the same opened-

loop DF.

• In the ATT case, the rms roll angle was reduced from 7 deg

to 5.6 deg, the pilot had double his tilt and roll rate gains,

(KT, KV) as verified by the fitted coefficients in Table 9,
and summarized below:

FO 7° .022 .070 .022

° .o2__ 8
Ratio: (ATT/FO).91 2.99 1.87 1.27

Despite the fact that the rms tilt angle in the ATT case

represents a lateral-sl_ecific-!'orcecue of less than

5.6/57.3 = .065 gy, the roll rates were apparently suffi-
ciently high to b_ readily sensed and used to compensate
for the reduced motion cue over the FO case.

On the left of Fig. 14 is the target-loop DF, where the following effects

of washout are clearly apparent:

• the FO and ATT cases are nearly identical for the same

reasons given above for the invariant disturbance loop DF.
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• the other washouts induce (at low frequencies) higher ampli-
tude ratio and more phase lag as the washout degree is in-

creased from ATT, to W2. An analysis indicates that these

trends reflect fairly complex interactions similar to that
of Fig. 11 (Left side). Note that inserting a low frequency

wsshcat to the motion path (M in Fig. 11) causes the result-

ing curve to start (at low frequencies) on the dashed curve
and transition to the solid curve with increasing frequency.

These amplitude and phase trends explain the "Washout Effect"

in Fig. 14.

Optimum Washout

One of the objectives of this experiment was to find the optimum washout
for AMRL's roll-only simulators. The desirable criteria are relative to the

"real-world" case: a) significant reduction in roll amplitude and rates, and
b) similar pilot behavior and performance.

Inspection of the foregoing results reveals that the clear choice is the

first-order attenuated washout (WIA). Figure 15 justifies this s_lection

based on the following comparisons with the _x_O("real-world" baseline) case:

• Large reduction is recovered roll-angle and rate -- as

shown in Fig. 15a- with similar plant roll _ugles and

rates.

• Very similar tracking error performance and control activity,

as shown in Fig. 19b and I_c. Even the distributions of each

variance from target, disturbance, and remnant inputs is
closely matched.

• The opened-loop describing f_nctions, shown in Fig. 15d,
are practically identical. This is because the effect of

tilt cue usage previously described in connection with

Fig. 10, is almost exactly cancelled by the washout-break
effect noted in Fig. I_.

@ (Not shown) The subjective comments were more favorable
for this washout than any other except pure attenuation.

Thus, we recommend first-order attenuated washout for use on all AMEL roll-

only type simulators. The degree to which this form can be extended has not

been determined, but the data suggest the following as likely to be both use-
ful and satisfactory to pilots:

• Attenuation factor of 0.5 to 0.7

• Bres2 frequency of 0.3+ to O._ rad/sec (Washout time-constant

of 2-3 sec).
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CONCLUSIONS

This research has covered several very well trained subject's responses to

a variety of motion cases in a roll-only motion simulator, with simultaneous
target and disturbance inputs. The results presented here support the follow-

ing conclusions:

I. Across all seven conditions the four subjects were very consis-

tent in their tracking behavior and scores, providing an excep-

tionally, reliable, and definitive data base worthy of detailed

analysis, even beyond that performed herein (e.g., on remnant
effects).

2. The multiloop model structure presented in Fig. I, which has _

both visual, motion and (a common) neuromuscular dynamic 91e-

ments, proved capable of accurately fitting the closed- and
"opened"-loop describing functions at all measurable signal

points within the loop. In combination with the interleaved

sum-of-sinusoids target and disturbance inputs the new STI
Multiloop Fitting Program (MFP) provided efficient fits of

10 parameters in a multiloop situation which had heretofore

been very difficult to fit because of the complex interactions
involved between the visual and motion feedback paths.

3. Untangling the closed-multiple loop describing function data

in the "opened-loop" m_mer shown here provides a ready com-

parison with traditional single open-loop data. Similar

effects (e.g., the Crossover-law adaptive behavior) are

shown for the dual input case, with the disturbance loop

having the higher bandwidth (limited mainly by the controlled

element and vestibular rate-sensing dynamics).

4. After lots of analysis and digesting of complex trends in

the various cases, the key to understanding it all seems to

be the following:

@ Given reasonable rate motion cuea at frequencies
above about 0._-I.0 rad/sec, the pilot's motion

feedback system acts like an ad_ptive roll-rate

damper with a bandwidth of nearly 3 rad/sec. This
tends to suppress disturbances but opposes target

following motions, while stabilizing both loops.

• The pilot then uses sufficient extra visual com-

pensatory (error correcting) gain to follow target
commands as well under motion as in the static

case, and with less remnant and disturbance com-

ponents.
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_. The affects of motion are consistent with the prior work

of Stapleford (Ref. I), Shirley (Ref. 2) and Levison et al

(Ref. 4), while extending this work to the new case o_-w
equally strong target and disturbance inputs each having

comparable apparent spectra at the display.

6. The describing functions and fitted tilt-cue parameter

clearly showed that the spurious tilt cues from rolling

with roll-axis horizontal are used, even though the rms
lateral specific force was in some cases much less than

0:1 gy. A very simple model for the use of this cue is
glven. Nevertheless, use of this cue resulted in only
small improvements in tracking performance in this random-

input tracking task.

7. The four types of motion washout investigated (second-order,

first-order, first-order-attenuated, and purely-attenuated)
showed distinct effects compared to the "real-world" refer-

ence case of full motion about a vertical roll axis; the

second-order case was the least desirable because of large

differences in performance, behavior, (describing functions)

and subjective ratings. The other cases provided roughly
similar performance measures with some small differences in

relative remnant, describing functions, and ratings.

8. The pilots clearly adapted differently to the various wash-

outs, thus complicating the Job of predicting the net effects
for a given washout.

9. The optimum washout for roll-only-simulators (from the stand-

point of performance, behavior and ratings similar to the

"real-world" reference case) was clearly the first-order,
attenuated washout. Recommended parameters (for this type
of task) would be: attenuation factor O.5-0.7, and washout

time-constant of 2-3 seconds (break at 0.5-O._ rad/sec).

The data base for this paper is being prepared for permanent fiZing and

general access at the U.S. Defense Documentation Center (DDC); and may be

requested through the third author, at AMRL.

It would be interesting and fruitful to analyze and model the remnant por-

tion of these data, using the closed-loop spectral data available (e.g., as in i

Fig. 6). Because the inputs were carefully selected and shaped to be repre- i
sentable by filtered white noise, various optimal-control-theories could be
tested against this very consistent, accurate, and definitive data base.

Finally, using these model and parameters (which precisely fit almost every I

data point,) various analytical manipulations of the data can be performed to

gain further insight about pilot adaptation to motion cues and washouts.
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A METHODOF MOTION SIMULATORDESIGN BASED ON

MODELING CHARACTERISTICS OF THE HUMAN OPERATOR

D. W. Repperger A.M. Junker

Aerospace Medical Research Laboratory

Wrlght-Patterson Air Force Base, Ohio 45433

Introduction

A problem of interest in the design of simulators is the development
of a design criteria such that the simulators can be adjusted untll they

emulate real world situations. In this paper such a design criteria is

obtained to compare two simulators and evaluate their equivalence

or credibility. In the subsequent analysis the comparison of two simulators

can be considered as the same problem as the comparison of a real world
situation and a slmulatlon's representation of this real world situation.

The design crlter_a developed here involves modeling of the human

operator and defining simple parameters to describe his behavior in the sim-

ulator and in the real world situation. In the process of obtaining
human operator parameters to define characteristics to evaluate slmulators_
measures are also obtained on these human operator characteristics which can

be used to describe the human as an information processor and controller.
Such modellng is motivated by the work of Fitts [1], Senders [2], Verplank

[3], and others. First a study is conducted on the simulator design problem

in such a manner that this modeling approach can be used to develop a
criteria for the comparison of two simulators.

Symbols

ST(t) Stick response of the human operator,

_(t) The Kalman filter's best estimate of ST(t), i

J

v(t) The residuals, innovations, or modeling error, I

S An approximation to signal power generated by the human.

N An approximation to noise power generated by the human.
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Symbols

e(t), E(s) The closed loop error signal and its Laplace transform.

The discrete state transition matrix.

lo Ore standard deviation of a parameter estimate.

K The Kalman Gain matrix.
o

A,B,H The system gain matrices.

d

xl(t)..,x2(t)__ State varlables which describe ST(t) and _t ST(t).

P,R,Q U_l_r,ow_Lcova_lance matrices.

/_k Sample covarlance function <from the data).

_k Sample, normalized autocorrelation function.

BW An approximation to bandwidth of the human operator.

THE SIMULATOR DESIGN PROBLEM

In the comparison of two simulators or in the comparison of a simulator
with a real world situation, an assumption is made as follows:

Assumption (1) :
Simulator A - Simulator B if the human operator in Simulator A has the same

"model characteristics" as the human operator in Simulator B.
The key term, "model characteristics" will be more explicitly defined via

the modeling procedure. An alternative problem that can be solved via this
procedure is the validation of a simulator in comparison to a real world
situation. In this case the definition of simulator credibility is best
described by assumption (2)

Ass_mpti °n (2):
Simulator A = the real world if the human operator in Simulator A has the

same "model Characteristics" as the human operator in the real world situation.



In practice, the usefulness of assumption (2) has application if it is
possible to take data in the real world situation as well as in the simulator.
If the simulator can be adjusted so that the human operator parameters in the
real world situation are close to the human operator parameters in the simula-

tor, then the simulator has replicated the real world situation. This agrees

intuitively with the definition of a replication of an experiment. A repll-
cation of an experiment is simply two empirical runs of data in which some
variable shows consistency in both of the two emplrlcal runs• In this case
the variables that are to show consistency are the human operator model

parameters. If these parameters show consistency between the real world
situation and the simulator, then the simulator has replicated the real
world situation If the human operator appears the same in both the simulator
and in the real world situation, and he rates the two to be the same subject-

ively, then the simulator has reproduced the desired environment from the J
point of view of the human.

The data base used to study the measures of simulator credibility
involves a washout experiment as discussed in [4]. This experiment provides
a unique opportunity to study how well the simulator replica_es the real
world situation.

THE G-VECTOR TILT WASHOUTEXPERIMENT

The G-Vector tilt washout experiment conducted at the Aerospace Medical
Research Laboratory provides a data base to Investiaate the simulator
credibility question. The data base used here involved a large centrifuge
which has the capability cf positioning the roll axis normal to the earth's
gravity (called 0°) or p_rallLl with _he earth's gravity vector in which the
subject is on his back or supine {called 900). Six experimental conditions
were considered in this study.

0° Conditions (Upright Position) 90 ° Condition _SubJect on hls back)

0° Motion 90° Motion

0° Washout - Attenuation only
0° Washout Ist. order washout
0° Washout -Ist. order + attenuation

0° Washout - 2nd. order

As the subject makes a command stick response, the simulator rolls to
simulate an aircraft in a banking maneuver. It is obvious that in the 0 °

(upright) motion case the human has both tilt cue information as well as
angular acceleration cue information. In the 90 ° (subject on his back) !
motion case, the human does not have the tilt cue information. The four
washout conditions were conducted at 0° (upright position) and a washout
circuit was installed between the stick response and the plant's roll
characteristics (Fig. (la-b)). The effect of the washout circuit is to
distort the motion cues to the human.

The manner in which this data base is equivalent to the simulator cred-
ibility problem is that the "real world" is defined as the 90 ° motion case.
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The question is then asked, _hich washout scheme at 0° is closest to the real
world 90° motion case? The 0 washout conditions contain reduced tilt cue
information and also contain some distorted motion cuss from the washout
circuits. The modeling procedure which enables the determination of an equiva-
lence definition between two shnulators is presented next.

THE MODELING APPROACH

Flsure (2) illustrates how the modeling approach was conducted here. After
the data was collected from the various experimental conditions a post
experimental analysis was conducted with a model developed in such a manner
that the human operator can be modeled as an Information processor and controller.
With reference to figure (2), the input to the model is the time series e(t)
(the displayed error slsnal). The purpose of this modeling approach Is to
choose model parameters such that the model's outputS(t) Is an accurate
representation of the measured stick response of the human. The measure of
modeling accuracy is expressed in the residuals or output modeling error v(t)
which satisfies:

- sT(t)- (1)

If the model i8 appropriately fitted to the data, then v(t) should be a
random white process which satisfies:

man [ ] - - 0 (2)

var [v(t)] = E[v(t)vT(,)] - R 6(t-T) (3)

It will be necessary in the subsequent analysis to test _(t) for whiteness
and determine R of equation (3). If v(t) ls a random white process, then
the expected value of the model t8 equal to the expected value of the
human's output. This is one method to validate such a model. A simple model
structure is discussed next to describe the human's characteristics of interest.

A SIMPLE MODEL TO DESCRIBE HUMANOPERATOR CHARACTERISTICS

It is desired to develop a model to characterize the human operator
parameters of interest for this study. From previous studies [5,6], other sim-
ple representations of the human which have application im specific situations
have been developed. In this paper a modeling approach will be used
that will 8ive rise to simple methods to characterize human operator parameters
across several experimental conditions (or simulator designs). These
modeling characteristics turn out to be analosoua to an information theory
representation of the human. Using the definition of channel capacity:

channel capacity - Bandwidth * lo810 ( _ ) (4)N
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19-[9007417-489



. ,S+N,
The Bandwidth term is analogous to speed and the term LOglo_'-"_) is analosous

to accuracy. If the human operator has characteristics similar to an informa-
tion channel, one would expect a product of the form of equation (4) to be
invariant over several experimental conditions. It is then necessary to
determine only two characteristics of the human operator in this representa-
tion of responses. To determine bandwidth, use is made of the human describing
function plots. In the determination of the accuracy measure, a Kalman filter
must be used.

From figure (3), it Is desired Co have a method by which an approximate
measure of human operator slgnal/nolse ratio can be determined. In this
modeling procedure, the Ealman filter is initially specified to have input-
output characteristics similar to chose obtained from the describing function
with the addition of some plmse lag to account for the time delay of the
human. The unknown Kalman gain coefficients (which represent the uncertainty
terms or covariance matrices) are updated [7] in such a manner that the
re_iduals v(c) are white. The signal to noise ratio can then be approximated
by:

N
2

S+N _ i-I [ST(ti)]
N (5)

2
i-1

It is noted ti_ the variance of the residuals v(t) are a measure of human

uncertainty with respect to the error signal. This is true because the
Kalman filter output _(t) is that portion of the stick response correlated
with the error signal. The residuals v(t) are that portion of the stick
output not correlated with the error signal. This definition of human uncer-
tainty differs from the classical definition of remnant [8,9] which is defined

as that portion of human response not correlated with the input forcing
function. This definition of human uncertainty is concerned with that part of
the human response which is totally non-productive in reducing the error
signal. This is easily seen to be true by noting that v(t) when passed
through the plant and around the loop still is uncorrelated with the error
signal. Hence it cannot constructively be used to reduce the error signal
because of its orthogonality to it. This measure of human uncertainty is a
true measure of human outpuC not useful in the track:ha task. Next, a descrip-
tion of the measures of bandwidth and accuracy obtained from this modeling
procedure are presented,

CALCULATIONOF P_NDWIDTH

In the computation of a measure of the bandwidth of the human operator,
several difftcultties exist in attempting to treat the human as an information
channel [10]. This is due to difficulities in dete_lning the true describing
function from measured data variables and the effects of correlation between

the human's remnant response and portions of the measured error signal, In
this paper several approximations will be made. Figure (4) illustrates _:ie
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describing function of the human for the 0 ° motion case. Across the six
experimental conditions considered here, the shape of the human operator
describing function remained essentlally the same; the major change between
experimental conditions was only due to the d.c. gain values where the
describing function was at a maximum. The ensuing analysis was conducted on
the spectrum generated by the target frequencies. The reason it is necessary
to work with the target frequencies is that if the target forcing function
were zero, the describing function of the human operator obtained from only
the human operator response (or for small values of disturbance input) is
Just equal to -I/plant. This result is well known [10,11].

From the target spectrums all experimental conditions are rated in order
of their max_num gain value (table I). From table _ it is seen that 0° static
has the lowest gain value. The largest frequency the human will pass for this
value of gain is now determined for each experimental condition. _'

This definition of the human operator bandwidth is the highest
frequency at which the human wlll respond with gain of 0.5 db. In other words
across all experimental conditions, the range of frequencies (from 0.0 radlans
and upward) is obtained that the human will pass with gain greater than O.Sdb.
In this manner a normalization is conducted on one experimental condition ver-
sus the remaining experimental conditions. This is a logical definition of
human bandwidth and is one of many possible methods to approximate the bandwidth

0£ a control system [12]. Heasures of human uncerta:_nty in tracking are det-
erln;i.ned next.

Table I - Bandwldth Computation - Subject - Eric

Experi_mental Maximum Cain - Bandwidth _ lt[_est Frequency- ........ 1_
I Condition in db where gain > 0.5 db

0" Notion 6.Sdb 10.8 Red/See 2.0

tlashout
4.8db 9.8 Red/Set O. 3

Attenuation only

90* Notion 4.5db 9.5 Rad/Sec O. 7

...................... ,,=,_= -- , _t .... =._| .....

Washout 1st Order
3.5db 9.2 Red/Set 1.1+ Attenuation

i- _ ., _. ,, . ......... - - .. J---.i- = ...........

I_ashout
1st Order 2.gdb 8.3 Rad/Sec 0.8

Idashout
2rid Order 3.3db B.2 Rad/Sec 1.1

0" S_attc O.Sdb 7.3 }L_d/Sec 1.0
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7

MEASUREMENTOF ACCURACYOR SUBJECT UNCERTAINTY i

With reference to figure (5) it is desired to update the model parameters in
such a way that the innovations sequence v(t) is a white, random process.
The method of updating the parameters is based on an algorithm [7] which is
actually a maximum liklihood procedure. In this manner a unique value of the

optimal gain can be determined whichmaximiz_s the probability density function
of the structure of the assumed model based on all the available data points.

The optimal gain is the principal part of the discrete Kalman filter model
which is described by:

_'i+l/i = 0 "_i/i+ eATd_Bcol[e(t),_(t) 1 (6)

_i/i ffi_i/i-i + Ko [ zi- H _i/i-i ] (7)

where _i/i is the minimum variance estimate of the human's stick response. The

matrix _ is the discrete transiclonmatrlx associated with the human's transfer
function determined as fol_ows:

Let ST_ d (s+a)
E[s] = (s+b) (s+c) (8)

i.e. a fit of one zero and _o poles is conducted on the human's transfer func-
tion to the describing function data (Bode plot). The coefficients a,b,c, and d
are adjusted to try to match the phase data as well as the magnitude data. Im-
plicitly the human's time delay has been included in the representation (8)
through the adjustment of the parameters b and c. Future work will be done

to study more exact fits. The matrix _ is then determined via _ = e AZXt
whereat=.04 seconds (the sampling rate) and the matrix A is determined via:

[ 11AFxllffi + B (e)

L
where

x (t) = ST(t)
£

d
x2(t) = -_ST(t)

and equation (9) is the time domain representation of equation (8). The
matrix H in equation (7) is specified by H = [1,0]. The Kalman gain K
satisfies: o

K = P HT (HPHT + R)-Io

p = _ [P-pHT(HpH T + R)-I Hp], T + Q
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where the covarianc.ematrices Q and R describe the human's uncertainty in

the tracking task. The manner of obtaining the Q and R matrices is based on

the algorithm in [7], Initial matrix values denoted as Qo and Po are chosen. In

order to establish the updating rule, it is necessary to define the sample cov-
ariance function.

N
I T

% --
is a sample covariance function. The matrices R and Q are now updated [7] via:

= _ - H(F.H T)
O K

where PkHT Ko _o +

where A ffi (_7)-i_

and 7= E_ ¢ )_¢(I-KoH

and finally Q is determined via:

Qk = p_ 0K_0T_ 0(I__)p(I__)ToT J

This algorithm has been sho_ to converge [7] and is equivalent to maxlmizlng
the log-llkellhood function of the model structure conditioned on the data.

The final validation of this modeling effort is the need to test the

residuals for _iteness. To accomplish this goal the normalized auto correla-

tion function_ is computed as follows:

0

The test of whiteness of the reslduals is a 95% whiteness test on_ k. The

95% confidence limits for¢ k are 1.96/_'N-where N is the nu_er of samples.

The band _ 1.96/X_'Nis constructed about zero. If less than 5% of the sample

points lle outside the band, the sequence is white. If more than 5% of the
sample points lie outside the band, then a significant correlation exists in

the residuals and the sequence is not bite. Figure (6) illustrates the
sample auto-correlation function obtained here from the data after the

residuals have been_itened via this algorithm.

RESULTS FROM THIS ANALYSIS

Figure (7) represents the type of diagram obtainable from this type of
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analysis procedure. The vertical axis is a plot of the measure of bandwidth
as shown in Table I. The horizontal axis indicates numerlcal values of

the accuracy measure or S/N ratio obtained here. Also plotted is the curve

of constant capacity based on this analysis procedure. The numerical values

• resulting from this investigation of the data are given in Table II:

Table II - Speed - Accuracy Results

i Exp Mean IO N=Mean lu Mean Capacity

• Condition BW of BW lOgl0S/N loglOS/N BW_IOglo(I+S/N)

O° motion 10.8 2.0 3.265 .191 34.346

' Washout

Attenuation only 9.8 0.3 3.278 .088 31.719

90 ° motion 9.5 0.7 3.358 .089 31.5025

Washout ist order

+ Attenuation 9.2 i.I 3.378 .064 30.79

Washout
ist Order 8.3 0.8 3.373 •043 27.813

Washout
2ridOrder 8.2 i.i 3.412 .082 27.634

Also plotted in figure (7) is the invariant rule:

. BW * lOgl0(l+S/N) - Constant = 30.6 (ii)

The constant 30.6 is the mean of the values of capacities obtained in the

right most column in Table II. From figure (7) it is noted that most of the

experimental conditions fall near this llne.
Figure (7), by itself, is the diagram which can be used to assess, the

fidelity of a simulator in comparison to the real world data. If 90° motion

is considered the real world situation, the washout scheme closest (distance
wise) to this situation is ist order + attenuation• The other washout

schemes are sucessively further away in this diagram and therefore, further

from reality• The reason why it is said that the two experimental conditions best

replicate each other is that the human exhibits almost the same bandwidth

(or speed characterlst_cs in tracking) and almost the same uncertainty
characteristics (as measured by the S/N ratio).

Another interpretation of figure (7) is to consider the inverse problem

associated with modeling; i.e. given the model parameters, can an

analog simulation be built which will recreate the original empirical data.

If the human in the loop were replaced by a quantitative description'(e.g.
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bandwidth and S/N ratio), the analog simulations of the 90 ° motion case and
washout 1st order + attenuation would most closely replicate one another. This

is true because the only difference between the two simulations would be the
parameters which describe the human operator. If these parameters are close
to one another in some sense, then these simulations would best match. This

is the motivation for using figure (7) to study simulator fidelity.
One additional comment needs to be made about why the washout scheme of

, is,. order + attenuation best matched the 90° motion case. The 0° washout

condition provided tilt cue information but the ist. order + attenuation

washout filter phase lag had the effect of distorting these tilt cues

sufficiently to replicate the 90° motion case. For the case of attenuation

only, the tilt cue had an effect closer to 0° motion (as expected). Also, as

the washout scheme added more phase lag (2nd order case), the deviation from
reality became more pronounced and the human operator dropped his bandwidth "_

accordingly.

Future Research

The primary approximation used here was in the evaluation of human operator

bandwidth. This approximation also effected the S/N ratio because the A matrix
in the Kalman filter depends on this approximation. Future research will

consider more accurate methods of evaluating bandwidth and including human i

time delay. In addition, a comparison will be made in the information rate f
obtained here to results from discrete tasks ( approxi, mtely 3.0 bits/sec [13])

and to other information measures obtained from vision [14], reading [15],

and control systems in general [16]. Another approximation utilized here was
that the S/N ratio of the human was assumed to be constant over the entire

frequency spectrum. In [3] the analysis procedure was able to study the

capacity measure across the entire frequency spectrum. The procedure consid-

ered here can be extended in this respect. Also, since the analysls conducted
here only involved one subject, future work will consider this analysls across

different subjects, and use will be made of these measures of human invariance

and subjective uncertainty in various task situations.

SUMMARY AND CONCLUSIONS

A study of design rules for the evaluation of a simulator's fidelity to
the real world situation was conducted. The measures of model parameters

obtained here give r_se to informatlon-theoretic models of the human operator.

It appears that an invarlant rule may exist on the humanls ability to do

information processing over a variety of different experimental conditions.
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Research interest in washout filters for motion simulator drives arises "#

out of a desire to maxlmize the fidelity of motion cues presented to simu-

lator pilots. Washout filters must satisfy two important, usually conflict-

ing, requirements:

I. The filter (along with the limlters) must prevent

the simulator from reaching the mechanical limits

imposed on displacement, velocity and acceleration
in each axis.

2. The filter must reproduce actual motion cues with-
out perceptible distortion. That is, motions con-

_ tributed because of the washout impercep-
must be

tible to the pilot.

The first requirement basically dictates integrated consideration of

known motion base limits, existing limiter circuitry and the proposed wash-

out design. The result should be a design which is not at crossed purposes
with the limiters. The second requirement, however, demands knowledge of the

physiology of motion perception. Research in engineering, physiology and
psychology has lead to models of certain r.echanisms for motion perception,

and has greatly sharpened our knowledge of human motion perception capability.

These capabilities (or lack thereof) can then be exploited by the washout

designer in fulfilling the second requirement.

The first section of this paper presents an overview of some of the

promising washout schemes which have recently been devised. The four schemes

presented fall into two basic configurations; cressfeed and crossproduct.
Various nonlinear modifications further differentiate the four schemes.

The second section of thls paper discusses one nonllncar scheme in

detail. This washout scheme takes advantage of subliminal motions to speed _

up simulator cab centering. It exploits so-called perceptual indifference _
thresholds to center the simulator cab at a faster rate whenever the input

to the simulator is below the perceptual indifference level. The effect is

to reduce the angular and translational simulator motion by comparison wlth
that for the linear washout case.

.• ° oo
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The final section of this paper presents the conclusions and implications
for further research in the area of nonlinear washout filters.

An Overviev of Nonlinear Wuhout Techniqun

All nonlinear washout schemes presented here are modifications to one

of the two basic linear designs shown in figure I. For simplicity, a single

set of coupled axes for each design is depicted. The crossproduct scheme,
attributed to Schmidt and Conrad (reference 5), is currently implemented on
the Large A,_litude Multimode Aerospace Research Simulator (LAMARS) (refer-

ence 7). The crossfeed scheme (reference 6) attributed to Bray is implemented
on the Flight Simulator for Advanced Aircraft (FSAA) (reference 8).

An interesting aspect of the crossproduct scheme is that the recovered

specific force always equals the input specific force in the absence of any

additional filtering of translational acceleration. In the figur,_, this

implies Vpo = 9poF. This result is due to the configuration of the residual
tilt and coordinating crossfeed paths. Notice that because of the different

arrangements for the coordinating crossfeed and residual tilt paths in the

crossfeed scheme, 9po and 9poF are not necessarily equal.

Table I compares four nonlinear washout schemes which are in various

stages of development. Because of the nonlinear nature of these schemes it

is not possible to predict the outcome of a given experiment based on the

results of previous experiments. Thus, conclusions drawn from test results

for these nonlinear schemes are, at best, tentative.

Figure 2 presents a roll axis example of the adaptive gain (Parrish,

referenc,es 2 and 3) scheme. The gain Kp is computed on-line based upon a
cost function. This cost function is a function of roll rate, roll angle
and initial K . It includes several constants which can be varied to "tune"

the filter. _he cost function is integrated and limits are imposed to obtain
the filter gain. This gain varies with time. When the filter is tuned for

a particular application, Parrlsh and b_rtin found it helpful for reducing
t_e so-called "false cue" observed in pulse-type maneuvers.

Figure 5 illustrates a sway-axis example of the varying break frequency

(Jeweil, reference I) scheme. In this case a cost function is used to co,_ute
the time-varying break frequency of the second-order translational washout.

The cost function is a function of the translational acceleration, velocity
and position as well as break frequency itself. Constants are available to

tune the filter. The cost function is then integrated and a limit is imposed
to obtain the brea_ frequency. Jewell has demonstrated in a co--q0utersi,A_-
lation that a two-fold reduction in translational motion c_n be achieved for
a quasi-random input.

Figure 4 presents a portion o£ the surge axls as it appears in a slg,_l
compressio,_ scheme which incorporates parabolic li:aiti_. While both the

Parrish and the Jewell schemes addressed the problem of increased simulation

fidelity and decreased motion base require_,_nts, this scheme proposes a solu-
tion for the problem of the hardware motion base limits. The essence of this
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TABLE I. COMPARISON OF FOUR NONLINEAR WASHOUT SCHEMES

Variable

Adaptive Break Parabolic

Gain . Frequenc_ Limiting Subliminal

Description varies wash- Varies wash- Incorporated Increases
out gain K out break in electrical washout rate

using a cost frequency drive to com- when input

function a_ using a mand maximum is subthresh-
P&rrish-type deceleration old to force
cost func- to stop simu- cab back to

tion lator at zero position
limits faster

Purpose Eliminate Reduce Back-up sys- Reduce motion
"false cue" motion base tem for hard- base displace-

displacement ware and men_ require-
requirements software ments

units

Principal NASA-Langley STI NASA-Ames STI

Investigators Parrish Jewell Bray Hofmann
Mart in Jex Sinacor i Riede i

Level of Implemented Computer Implemented Computer

Investigation on Langley model roll- on FSAA model roll-
Visual sway axes sway axes
Motion Simu-

lator

Underlylng Crossproduct Crossproduct Crossfeed Crossproduct
Linear Basis

Inputs for Pulse-type All inputs Large inputs Small, sub-

Which Scheme inputs which could threshold
Is Most cause limit- inputs

Effective ing

Level of May elimi- Twofold Avoids hit- Twofold
Success nate "false reduction in ting hardware reduction in

cues" lateral dis- limits lateral dis-

placement placement
requirement requirement

Side Effects Increased Increase in Increase in

nonlinearity lateral lateral

with specific specific force
increased force misco- miscoordina-
motion ordination tion

References 2, 5 I 6 4
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Signal Compression
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scheme is a continuous calculation to assure that the cab can be brought to
zero velocity before displacement limits are reached. The commanded motion

is reproduced to the extent that a margin between the calculated stopping

point and the displacement limits exists. In this way, maximum use may be
zm_deof the available motion capability.

The fourth washout, the subliminal scheme, is the subject of the next
section of this paper.

THE SUBLIMINAL WASHOUT SCHEME

Figure 5 presents an application of the subliminal washout scheme to a

first-order roll axis washout. This concept came about as the result of an

attempt to utilize so-called "indifference" thresholds which pilots exhibit
under normal workload. These thresholds may be operative for both angular

velocity and specific force perception under normal workload. The hypoth-
esis is that pilots do not perceive angular velocities and specific forces

which are below the respective indifference thresholds. The washout design
objective is to exploit this particular phenomenon to obtain reduced simulator

motion requirements or increased motion fidelity.

The overall design goal is to drive the cab back to its zero position
more rapidly than would the underlying linear washout whenever the motion

stimulus is below the indifference threshold level. This is accomplished

with the use of the two nonlinear functions in boxes A and B in figure 5.

The input to the function in Block A is the scaled angular velocity. This
function produces a weighting factor which serves as a variable feedback

gain in the washout circuit. If the input magnitude is larger than the

indifference threshold PT, the weighting factor is zero. If the input is
zero, the weighting factor is 1.0. Otherwise, the weighting factor is some

fraction of 1.0 which is a slnusoid-like function of the input for the form
of the weighting function used here.

The input to Block B, a soft saturation nonlinear function, is cab roll
angle_ _. If _ is large, the value of.the function output is the value of

the indifference threshold level, ±pf. If _ is small the value of the func-
tion output is proportional to _.

The outputs from Blocks A and B are then multiplied to arrive at an
incremental washout rate command signal. The particular choice of functions

in Blocks A and B assures that this signal's magnitude never exceeds the

indifference threshold level. The smoothness of the functions in Blocks A
and B tends to prevent discontinuous commanded changes in the washout rate.

The value of this incremental washout rate command signal will be non-zero

whenever the cab roll angle is non-zero and the input angular velocity is _
below the indifference threshold level. Th--"esignal is then subtracted from _'
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9 : Input AngularVelocity
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PT : IndifferenceThresholdLevel

= CommandedCobRollRate

: CommandedCobRollAngle

Figure 5. Nonlinear Washout Scheme (First-orderWashout)

the scaled input angular velocity. The result is a smaller away-from-center
angular velocity input to the integrator than would result for the underlying
linear scheme. Thus, the cab is driven back to its zero position more quickly
than it would be for the linear scheme, during intervals of sub-threshold
inputs in angular velocity.

Preliminary tests of this subliminal washout concept for the roll axis
showed it to be ineffective. There.was some reduction _n simulator motion

requirements,but not really enough to warrant further investigation.

Figure 6 shows an application of this same washout concept to the lateral
specific force channel of a crossproduct washout configuration for roll-sway
_es.

It was pointed out in the discussion of the crossproduct.schemethat the
input specific force, Vpo, a;_dthe recovered specific force, VpoF, are always
equal for the crossproductwashout configuration. In this case the subliminal
washout introduces intentional miscoordinationof specific force. The indif-
ference phenomenon allows this deliberate introduction of specific force mis-
coordinationpand as long as this miscoordinationdoes not exceed the specific
force indifferencethreshold level, the pilot under normal workload will not
detect the miscoordination.
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Computer simulation results for the w_shout in figure 6 are presented
in figure 7. The input to the simulation corresponds to a roll-in to a
constant 4 g turn. The inputs are roll rate, PA, and lateral specific force,

Vpo. There is no reduction in acceleration,7, slight reduction in velocity,
y, and significant reduction in lateral translation, y. These results shew
clearly that the subliminalwashout substantiallyreduces simulator displace-
ment motion requirements. Lateral translation reductior,is 70 percent, i.e.,
from a maximum linear displacement of 4.0_ m (13._ ft) to a maximum displace-
ment of 1.2 m (4 ft).

In order to accomplish this substantial reduction in lateral translational
requirements,however, a substantial change in recovered specific force is
generated because of miscoordination. This is due to the increased washout
rate for the subliminal washout scheme. Since the increase in washout rate is

constrained to at or below an indifference threshold level of 0.1 g, the change
in recovered specific force is also constrained to that level. Thus, under
normal workload the pilot should not be able to detect this level of miscoordi-
nation.

The computer simulation of the subliminal washout has been exercised for

a variety of inputs. Significant reductions in motion base requirements have
been observed. On the basis of these results the following conclusions can
be drawn:

I. The subliminal washout concepts, as implemented in the
translational axes of the crossproduct scheme, are effec-
tive in reducing the velocity and displacement require-
ments of the motion base.

2. The subliminal washout scheme is most effective for sub-
indifferencethreshold specific force inputs. The wash-
out reduces to the underlying linear scheme when inputs
exceed this threshold.

3. The use of the subliminal threshold scheme results in
an increase in recovered specific force which is spurious.
This spurious motion is due to additional miscoordination.
The nonlinear imple,mntationinsures that this miscoordi-
nation component is never greater than the assumed indif-
ference threshold level. Thus under normal workload,
the pilot should be unable to detect this false cue.

Much work remains to be performed in the investigation of this sublimi-
nal washout scheme. The initial results of the computer simulation have
shed light on the scheme's major uses, and encourage further research and
eventual simulator implementation.
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CONCLUSIONS

A sample of some new concepts in nonlinear washout filters has been
presented here. Since each scheme addresses a different aspect of the

washout problem, it may be desirable to combine several nonlinear concepts

in a single, grand scheme. In this way, several problems in a particular
simulation could be handled by a single washout circuit. Further research

along these lines might lead to a well-defined method for designing a washout

circuit to suit particular simulation needs_ taking into account the peculiar-

ities of the motion base as well as a description of the flying task to be
simulated.

The research reported herein was sponsored by the Air Force Flight

Dynamics Laboratory under Contract F33619-77-C-206_. (W. Klotzback, AFFDL/

POD and J. Bankovskis, AFFDL/FGD)
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A THEORETICAL AND EXPERIMENTAL ANALYSIS OF THE OUTSIDE WORLD

PERCEPTION PROCESS

by P.H. Wewerinke
National Aerospace Laboratory NLR

the Netherlands

SUMMARY

The outside scene is often an important source of information for manual

control tasks. Important examples of these are car driving and aircraft
control. This paper deals with modelling this visual scene perception

process on the basis of linear perspective geometry and the relative motion
CUES.

Model predictions utilizing psychophysical threshold data from base-line

experiments and literature of a variety of visual approach tasks are

compared with experimental data. Both the performance and workload results
illustrate that the model provides a meaningful description of the outside

world perception process, with a useful predictive capability,

INTRODUCTION

Many manual control tasks depend on the visual perception of the
outside scene. In the context of aircraft control, the most important

example is the visual approach scene. So, in order to investigate a great

many flight situations in the approach and landing, it is mandatory to take
into account this visual scene perception process which has often a major

impact on mission performance.

Based on a concise inventory of the most important characteristics

(cues) of the visual scene the visual scene perception process is described

(modelled) on the basis of the linear perspective geometry and the relative
motion cues. This involves mathematical relationships between these visual
cues and the aircraft state variables. After linearization this model can be

integrated in the existing framework describing piloted aircraft behavior
(the optimal control model). This is the subject of the next chapter.

The visual scene perception model involves assumptions concerning _

perceptual thresholds of the various cues, noise levels associated with
observing these cues and interferenc_ among them. Values for these parameters
are derived from baseline experimental data supplemented by the psycho-

physical literature. Based on these values a theoretical analysis is
performed dealing with a variety of visual approach conditions.
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Furthermore,the results of an experimental program are compared with the
model predictions. In addition, model predictions of pilot workload are compared
with sub_ertive ratings.

VISUAL SCENE PERCEPTION MODEL

One of the earliest studies of visual scene perception directly related
to flight control problems has been performed by Gibson (Refs. 1 and 2).
According to Gibson, the most important visual cues which can be derived
from the visual field are related to

• the linear perspective geometry
• relative motion or motion parallax
• the apparent size of objects whose real size is known
• a far object covered by a near one
• the distribution of flight and shade over an object
• aerial perspective and the loss of detail with distance.

Of these, the linear perspective geometry provides a variety of cues.
This is illustrated by the schematic version of the visual scene in figure la

which can be thought of to consist of lines and points (textural elements). /
This involves not only the linear and angular position of the observer with
respect to the outside world but also (dynamically) the relative motion.

The point of the visual field toward which the observer is moving appears to
be stationary ("focus of expansion"). All other textural points move with
respect to the observer which can be indicated by velocity vectors
("streamers"). This is shown in figure lb for the case of rectilinear motion.
Various other references mention visual cues which can be conceived as

examples of the afore-mentioned basic elements• Most of them are related to
the landing approach scene (Refs. 3-5).

From the foregoing it can be derived that a reasonable approach iS tO
model the visual scene perception process on the basis of the linear

perspective geometry and the relative motion cues• Following reference 6
this involves a description of the cues which can be derived from the visual
scene and their functional relationships with linear and angular positions
and velocities of the observer. When, in addition, the relationships between
the moving observer and the visual scene can be linearized about a nominal
condition, the perception process can be described in standard estimation
theoretical terms and included in the optimal control model structure in the
following manner.

Let the observer (aircraft a) moving with respect to the outside world
be described by the system state x(t). This involves the common linear and

Although the following applies to a variety of man-machine situations,
this analysis is directed st the aircraft control problem.
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angular positions of the aircraft as well as additional par_neters to describe

re]evant characteristics of the moving v_sual scene (with respect to the

aircraft). After linearization about a nominal path the result will be a set

of Linear (in general) time-varying equations given by I

i(t) = A(t) x(t) + E(t) w(t) (I) !

where A(t) describes the process of the aircraft moving with respect to the

outside world, and w(t) represents system disturbances (e.g. turbulence).

Furthermore, the visual cues will be described by the display vector y(t).
The relationships between these displayed variables and the system state is
given by

y(t) = C(t) x(t) (2)

The perception of these variables is accompanied with an equivalent time
delay, perceptual thresholds and observation noises. Also the interference

between the various visual cues, a.o. arizing from the necessity to scan the

visual field and to divide the attention among the various cues, has to be

considered (Refs. 7 and 8). Now, these observations of the visual scene are
dealt with in the same fashion as observations from other sources (e.g.

displays, motion cues, etc.). The system state is estimated optimally (by

means of a Kalman-Bucy filter) on the basis of the known (learned) dynamics

involved and the observations. This state estimation process can be considered
as an internal representation of the task environment.

Relationships between visual scene characteristics and the system state

A _hematic version of the visual scene (Fig. I) can be assumed to
comprise textural elements and known objects. Both provide linear perspective

geometrical cues (basically, the inclination of lines) and impressions of

relative position and velocity.

The inclination _), of a line element of the visual scene is given by

_2 = tan-I Y/H (3)

where Y is the distance betwe n the observer and the pertinent line element

perpendicular to the looking direction and H is the vertical position of the

observe.'.Assuming small perturbations (y, h and _) around the trim condition

(Y , H and _ ) results after some manipulation (to a first order) in the _...o o o.
linear expresslon

= Ch h + Cy y (_a)

where

Ch = -sin 2 _o/2Ho (4b)

Differentiating eq (4_ yields the expression for the inclination rate



I ................................

= ch_+cy_ (4c)

The small perturbations of the relative position and velocity of an

element of the visual scene is simply givenby

_h = h/R ; ay = y/R

and (5)

where a is the visual angle and R is the distance between the object and
the observer.

Furthermore, when the attitude of the observer (aircraft) is taken into

account (with attitude angles _, @ and ¢ ) eqs. (4) and (5) become

= Ch h + Cyy +

ah = h/R + @ (6)

a = y/R + ¢
Y

and the corresponding time-derivatives $ = ..., etc.

Next, these expressions are utilized to describe the cues which can be

derived from the visual approach scene•

Visual approach scene

A schematic version of the visual approach scene is shown in figure 2.
The cues which are assumed to be derived from this scene are indicated.

The most important cue for lateral guidance is derived from the inclination

of the runway sides and/or centerline. The lateral deviation y, is zero if

the inclination of both runway sides is the same ((_r= _l ) and the inclination
of the centerline is zero (_ = 0).

Vertical guidance has to be _ased on the (average) inclination of the runway

sides when no runway end and no horizon is visible• In that case, the

observer has to know the nominal inclination (_), which is range-varying.
The following model analysis and experimental r_sults will show that a better

indication of the vertical position is obtained when the length of the

runway ab (or, almost equivalently, the depression of runway threshold with i
respect _o the horizon) is visible. Also in that case, the observer has to _i

know the nominal depression which is, however, constant during a standard I
• ¢approach (e.g., 3 deg)

Glide sl_pe information requires also the estimation of the distance to
touchdown. This can be based on the apparent size of ground objects, of which

the most important is often the runway width.
Aircraft attitudes provide "inner-loop" information and can be derived from

the relative position and inclination of (e.g.) the horizon and any aircraft

reference. The pitch angle 9, which has to be estimated with respect to its

(non-zero) nominal value and the bank angle _ are indicated in figure 2.
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MODEL ANALYSIS ,

i The linear visual scene perception model (VSPM) can be implemented in :
! the optimal control model (Refs. 6 and 7). Based on the foregoing discussion,

_ a variety of visual approach conditions are selected to analyze theoretically. _

( In addition, an experimental program has been conducted to provide a critical
test for the hypotheses (aSStlmptions) underlying the model results. In order

to obtain detailed information concerning the information processing involved

in the manual approach task, no range-varying effects are considered in the
following analysis. In other words, it is assumed thaL the aircraft is "frozen"

at a fixed point of the approach path corresponding with a nominal altitude of

200 ft for a 3° approach ("hovering"). The consequence is a stationary process

involved allowing frequency domain measures such as human describing functions

and observation noise spectra. Especially the latter will provide a sensitive
check on the exactness of the values used for the model parameters under

investigation. The primary model parameters are the perceptual thresholds of

the various visual cues (display elements) involved because these represent

the most uncertain model parameters. The results of several previous
experimental studies suggest reasonable accurate values for the remaining model

parameters.

Therefore, base-line experiments have been conducted and relevant psycho-

physical literature have been searched resulting in reasonable reliable

estimates for the perceptual thresholds involved. Finally, the last section

contains the model analysis proper and the resulting model predictions.

Visuai scene configurations

Referring to the foregoing discussion the configurations given in figure

3 were selected for the following model analysis and formal experiment.
Vertical control on the basis of the inclination of the runway sides

can be compared with the condition that the depression of the runway

threshold below the runway end (a) or below the horizon is visible

(configurations I and 2). Furthermore, the effect of an aircraft reference

providing explicitly pitch information is of interest (configuration 3).
, Lateral control utilizing the inclination of the centerline is

i

represented by configuration 4. In case the runway sides are available, the ii
inclination of both sides has to be estimated and compared with each other

(configuration 5). A simple mod_l analysis shows that this process is !i{_
associated with the same observation noise as in the ease of a center line. i_!i

Only the perceptual thresholds involved are different (next section). This i'i

will be tested against the experimental results. Again the effect of ...._:

explicit roll information provided by the aircraft reference is considered

by including configuration 6. Configuration 7 concerns roll tracking based
on the aircraft reference. This (presumably) easy task is included to evoke

some variation in workload in order to yield additional experimental

evidence for the workload model of reference 8 and to test the perceptual
threshold assumptions involved.
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Configurations 8 and 9 are selected to investigate the interfereh_e
between vertical and lateral control. It is assumed that the pilot has to

divide his attention between the various display variables (visual scene

cues) involved. This interference is assumed not only within a control task

(e.g. attention has to be divided between pitch angle and altitude) but also

between vertical and lateral control when performing both tasks simultaneously.
This represents a crucial hypothesis which will be tested in the following

as the visual scene is widely assumed to represent integrated information

and it is a non-trivial question whether the visual scene can be "broken

down" into separate elements. Finally, configuration 10 is included to
investigate the effect of additional texture. This has, in principle, its

implications for the information contents of the visual scene which turned

out to be of no interest but also for the psychological aspects (perspective
illusion and realism).

Perceptual thresholds

It was anticipated that perceptual threshold phenomena could be
important for the foregoing visual scene cues. Thresholds can be accounted

for in the optimal control model by modifying the observation noise

covariance associated with a particular visual cue.

Although the psychophysical literature reports a wealth of emperical
threshold data, these data are known to be affected by numerous experimental

conditions which easily explains the typical scatter in "comparable" data.

Therefore, a baseline experiment has been conducted to determine the position

thresholds of the display elements involved in the visual scene configurations
shown in figure 3. These thresholds are primarily due to the lack of explicit

visual references concerning zero or nominal, visual scene conditions.

This involves that learning (experience) and temporal cues (memory

functioning) are important in measuring and interpreting thresholds.

Experimental details are given in reference 9. The resulting measurements

are "translated" to values suitable for (as required by) the describing

function representation for the assumed dead-zone non-llnearity. The results
are summarized in table I.

As discussed in reference 9 thresholds associated with the perception

of motion in the visual field can be related to resolution properties. This
implies that the motion detection thresholds can be inferred from the fore-

going discrimination data. The result is also contained in table I.

Apart from these (nominal) threshold estimates, in table I it is also

indicated how reliable these estimates are assumed to be. A sensitivity

analysis in the following will serve to relate this incertainty in threshold
values to a confidence interval associated with the system performance

predictions of the model.

Model predictions

A block diagram of the control task(s) is given in figure 4. System

disturbance enters the system parallel to the control input. The resulting
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output is displayed to the h_nnan operator as the pitch and roll angle (for

the pertinent configurations) representing K-dynamics. The integral of these

outputs are the altitude (or approach angle) and lateral deviation (or center
line inclination), respectively (K/s-dynamics). The disturbances are white

noise processed by two first order filters with poles at one rad/sec and two

rad/sec. The disturbance levels are f_r the vertical task given by a
resulting pitch variance of 0.068 d_g and for the lateral task given by a

_ resulting roll variance of 10.5 deg (corresponding with the values used for
the experimental program). Details concerning sensitivities and gains
involved are contained in reference 9.

Model parameters can be divided in parameters which are constant for all

configurations and parameters which are considered as the remaining model

variables. Also the experimental results of the next chapter will be related

to these (dependent) variables. The key variables are the perceptual thresholds.
The nominal values of table I are assumed for the model predictions.

Furthermore, the effect of the upper- and lower threshold values on the

system outputs is also determined and discussed in the following chapter. The

overall level of attention (Po) is also, to same extent, variable, although
this value has been shown in previous studies to be relatively constant. A

nominal value of -20 dB is assumed and the effect of _ 2 dB on the system
outputs is considered.

The constant model parameters are: a neuro-motor time constant of 0.1 sec,

a perceptual time delay of 0.2 sec and a motor noise ratio of -30 dB.

Now, assuming that the human operator divides his attention among the

visual cues (position and velocity of all display elements) optimally, i.e.,

minimizing the given cost functional _ (Ref. 8), system performance can be

predicted for the various configurations. The results are given in table 2.

Vertical control is superior for the condition that the runway

depression angle and the pitch angle can be observed (conf. 3). The contri-

bution of the pitsh information amounts to a 20 % reduction of the approach
angle variance (_ of conf. 2). When the viewing condition is such that no
horizon or runwayeend is visible and control has to be based on the runway

sides (ml and/or _) and runway threshold variation (&) the vertical approach
performa5ce is degraded substantially. This clearly demonstrates the
contribution of the various visual cues involved. Furthermore, in the case of

both vertical and lateral control, the vertical approach performance is

predicted to deteriorate with 30 % to 50 % (due to the assumed interference

between both tasks). The last column of table I contains the (optimal)

fractions of attention dedicated to the various cues.

The best lateral approach performance is obtained when the runway
centerline inclination (_) cue is available (conf. h). Lateral control

.... c !i_ut111zlng the runway sldes is substantially degraded (conf. 5) due to the

larger perceptual threshold of this cue. The bank angle provides useful !

According to the instructions given to the subjects in the experiment
the system output is assumed to be minimized. In addition the control rate

is weighed yielding the neuro-motor time constant of 0.1 sec.
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inner loop information (conf. 6). When performing the vertical and lateral
task simultaneously, the model predicts a deterioration in lateral performance

(confs. 8 and 9) of about 100 %. The model predicts that the effect of the

texture (conf. 10) on system performance is negligible.

The effect of the model parameter variations (thresholds and overall

attention) on the system scores and additional theoretical results will be

discussed in the next chapter where the model predictions will be compared
with the experimental results.

EXPERIMENTS

The first objective of the experimental program was to test the fore-

going model results with respect to both the fundamental hypotheses involved

(optimality in control and attention allocation, interference between cues)

and the assumed numerical values of the key model parameters. Secondly, in
case significant discrepancy occurs between model and experimental results

the appropriate adjustments can (hopefully) be made in the model assumptions

underlying the model results.

Experimental procedures

The same 10 configurations as discussed previously are investigated in

the experimental program. These configurations were four times presented to
the (four) subjects (general aviation pilots) in a random order. Each run

lasted 200 sec. Between the runs the subjects were asked to give their

impression of the exerted workload (Reference 9 contains the rating scales

used and additional experimental detai±s). The subjects were instructed to

minimize the mean-squared system output. They were trained on the ten
configurations in a random order till a relatively stable performance level

was reached. All together, about 250 training trials were performed.

An analog computer was used to simulate the vehicle dynamics and to

generate the visual scene characteristics. This visual scene was presented to

the subjects on a TV monitor located 2.5 m in front of their point of regard,

They manipulated a two-axis isometric hand control. The sjstem parameters
were recorded on FM magnetic tape for off-line mean-squared scores and.
frequency domain computatlons .

Comparison of experimental results and model scores

In this section the experimental results in terms of mean-squared

performance scores are compared with the model predictions. Based on the

results of table 2 firstly the approach angle (u)- and centerline inclination

(_) scores are considered (the model predicts attitude- and control scores
whlch are relatlvely insensltlve over the configurations).

A
Unfortunately, these frequency domain data were not available in time to
include in this paper. These results will be included in refereuce 9.
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Apart from the nominal model predictions (of table 2) the effect of the 7

uncertainty in underlying assumptions (i.e., numerical values of the thres-
holds a_d overall attention) on system performance is determined. For the

upper- and lower threshold values given in table I and, in addition, + 2 dB i

and -2 dBvariation in overall attention the corresponding performance scores

are determined. It is hypothesized that the experimental scores lie within

the resulting performance interval.

In figures 5 and 6 both the experimental means and standard deviations

(of 16 runs) and the model predictions are given. For all single-axis tasks

the experimental scores lie well within the predicted interval. This indicates
not only that the model is "right" but also that the assumed numerical
values for the thresholds and overall attention are close to the "real"

values.

For the dual-axis tasks the experimental results do clearly not match

the model predictions. The experimental data of configuration 9 and 10 have

been pooled because both the model predictions and the experimental results

for both configurations indicate that the only effect of the texture
information is the enhancement of the perspective illusion. This was also

apparent during the learning phase. An adjustment of the model parameter

values (which has to be appropriate for the single-axis tasks as well) does

not result in a good agreement with the experimental scores. Therefore, it

is tentatively concluded that the assumed hypothesis of interference between

the two tasks has to be rejected. Instead, the following hypothesis _s
considered: the visual scene stimulates the human operator to perform the

dual-axis task just as well as the single-axis task (thus, vertical control
is not degraded when the lateral control task is added, and vice versa). So,

it is assumed that there is n_Roperformance interference. This will he further
discussed in the following.

Comparing also the attitude scores (9 and _) and the control scores

(be and _ ) of the model predictions in table I and the measured scores
given in _able 3 it is apparent that both the measured attitude scores and

the measured control scores are much lower than predicted. This indicates

that the subjects (being pilots) performed the - to some extent realistic

appearing - "approach" tasks in a much smoother fashion than the model
predicts on the basis of an assumed neuromotor time constant of 0.1 sac. This

is confirmed by pilot commentary indicating that the pilots were re]_:atant to

make rapid control movements and "chase the needles".
Based on this observation the neuromotor time constant was adjusted to a i

value of 0.25 see. This value which was kept constant in the following

analysi_ is apparently more representative for outer-loop control behavior.
In addition, figure 5 suggests that for the vertical control tasks a better

agreement between measured and model results will be obtained when the lower

threshold values given in table 2 will be assumed (0.2 °/sac and 0.4°). This

is the only minor adjustment of the model variables.

The resulting model scores are compared with the measured mean-squared _

values in table 3. In general, the agreement between the measurements and
the refined model scores is quite good. Now (with a neuromotor lag of 0.25

sec) the control scores match, on the average, very well. The same can be
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said of the system outputs m and, to less extent, _e'
A comparison of the pitch attitude scores shows tha_ the pilots were somewhat

more conservative in making pitch corrections than the model predicts (apart

from configuration I). These lower pitch scores (and the corresponding some-

what lower control scores) could easily be duplicated by the model, however,

by an appropriate weighting of the pitch angle. The mean-squared roll angles
•

match agaln, rather well .

The system output scores are summarized in figure 7. For the dual-axis

configurations, both the scores corresponding with the assumption that there

no performance interference between the two axes and the "full interference"

scores are indicated. The results strongly support the hypothesis that there
is no interference between the vertical- and lateral axis thanks to the

visual scene.

In summary, it can be concluded that for the relatively realistic, outer-

loop control tasks under investigation a neuromotor time constant of (say)

0.25 sec is appropriate. Furthermore, only one minor adjustment of the

nominal model variables was required to yield, on the average, a good
agreement between model results and measurements: a position threshold for a

and @ of 0._° and a velocity threshold for _ and @ of 0.2°/sec (the same

value as found in reference 10). Finally, the experimental results provided

convincing support for the hypothesis that the visual scene perception

process can be described on the basis of the, mutually interfering, various

(separate) visual cues considered. There is no performance degradation

(interference) when both the vertical and lateral control task are performed
simultaneously.

Workload model results and subjective ratings

Using the foregoing model results human operator workload can be computed.

The workload model (a.o. discussed in reference 8) involves not only the
level of attention, P, dedicated to the task in accordance with the model

of reference 11, but _lso the aspect of arousal ("uncertainty").

The model predictions are compared in figure 8 with subjective ratings

on the workload scale given in references 8 and 9. Apart from configuration
I the linear correlation between subjective ratings and workload model

predictions is quite good (r = 0.88). This result provides additional

support for the workload model.

The model predicts a much lower workload level for configuration I than

reflected by the subjective ratings. The explanation for this is that for

this configuration the subjects were not sure what the right (nominal)

vertical position was. Not only they learned slowly on this configuration

(somewhat discouraged by their varying learnil,g-performance) but also they

clearly did not like the uncertainty involv,,i in performing the task which
can also be related to training. So, the mod_l, :lot including this learning

aspect, predicts that the workload corresponding with this configuration will

K

For the roll-only task (conf.7) an overall level of attention, Po' of
-18 dB had to be assumed in order to match the measured scores.



7

substantially reduce when the subjects are more trained on (familiar with)
this task.

CONCLUSIONS

The visual scene provides a variety of perspective geometrical and

relative motion cues. The experimental results have supported that these i
characteristics can be considered as separate cues among which the human
operator has to divide his attention. The commonly accepted idea that

pictorial information is better integrated (less interfering) than separate

display elements is in the present study specifically demonstrated in that

there is no performance interference between the vertical and lateral task. -_
Both the workload model results and the subjective ratings indicate that

the workload is increased indeed when performing both tasks.

In the case of guidance control tasks (e.g., the visual approach task)

pilots are reluctant to make rapid control movements. This is represented
in the optimal control model by a weighting on control rate corresponding
with a neuromotor time constant of about 0.25 sec. This outer-loop control

behavior is distinguished from attitude (inner-loop) control tasks which
can be modelled with a neuromotor time constant of 0.1 sec (Ref. 7).

Furthermore, the assumptions concerning the key parameters of this

investigation, i.e. the perceptual thresholds, could (indirectly) be

checked against the experimental data. Apart from one minor adjustment the

a priori assumed threshold values yielded a good agreement between model
scores and measurements. The sensitivity analysis visualized in figures 5
and 6 indicates that this result allows a reasonable accurate verification

of the underlying model parameters (thresholds and level of attention).

Finally, the workload model predictions have been confirmed convincingly

by subjective ratings. Apart from configuration I (the performance of which
task must have been dominated by a psychologigal effect not included in the
model) the linear correlation between model predictions and subjective

ratings was 0.9.
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Table I Thresholds

PAR DISPLAY THRESHOLD CONFIDENCE

INTERVAL
• ,, . ........, ,

am mJ

0
1 -

1°/s 0.5 - 2°/s

.,../._ 5° 4 :;o_c 3°/s 2 - 4°/s

/_ 2o _
20/s I - 3°/s

g 0.5 ° O.h - 0.6°

0.3o/s _

a [ 0.5° 0.I_- 0.6 °
V

& 0.3°/s 0.2 - 0.4°/s

0.7° _

• 1°/s _

L

!
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Table 2 Model predictions

a) VERTICAL CONTROL

attention
Configuration om2(deg2) r?(deg2) _2 (N2) allocation

e fi
.... . .. , .

f = 0.55

I 0.211 0.2h2 57.6 mlf. = O.h5

" f =0.6
Q

2 O. 121 0.239 57.3
f_ =0.4
f. =0.6

3 0.103 0.247 58.8
f@ = O.h
f = 0.42

8 0.156 0.319 70.2
f. = 0.13
Q

F....... f = 0.06
Q

9 0.157 0.331 72.h f. = 0.27

f@ = 0.23

b) LATERAL CONTROL

........ attention

Configuration 0_'.(deg2) o2(deg2) -_ (N2) allocation
c a fi

f = 0.37

h I.86 9.68 13.I c
f. = 0.63
ta)
C

f = 0.42

5 4.22 14.7 15.7 c
f. = 0.58

c

6 2.96 9.35 12.9 c
f = 0.65
@

---_ . i . | - , | .... as. _ _ .±

f -" 0,27

8 8.01 24.8 20.9 f.e = 0,18
it)
C. _ _

9 6.71 19.6 18.2 c
f = 0.22
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Table 3 Comparison of measured scores and model results
VERTICAL MSa(deg2 ) MS@(deg2) MSb (M2)

CONFIGURATION
e

model 0.189 0.095 . 26._.I

, measured 0.193 0.0_8 26.h.........

: 2 model 0.082 0.096 ..... [6,9., .

_ measured 0.0_ 0.0_ 23.0

3 _ model .. 0"072 - i 0"091 26.h
measured 0,081 [ O.Oh7 21.2

model 0.085 0.110 28.48
measured 0.083 0.061 2h.6

model O.072 O.095 26.9
9, 10

measured O.065 O.OhO 20.1

LATERAL

CONFIGURATION MS (deg2) MS (deg2) MSb (N2)
c a

model 2.78 5_.82 _ _ _ £.76

measured ........ 3.62 ................ 7.82 ..... I0.9 ....

5 ......modeZ......... ......... 8..40 . !,o.6_
......... measur,ed h. 72 7.90 10.9.

6 model 3.hO 5.h6 9"62

measured __r3,_ 5.hO 9' h3

7 model - 2.89 _ . I_._I_

, .. measure d • • - ........ 2.9.0 h._£ _:."_

8 __ model 6.;_7................. 10.0 ....... ,11.2_..... _!_ measured 6.20 12. I 11_.0 :_

9, 10 model II. 14 6.66 10.8 ' _:

: measured h ._2 6.90 . 10.8 i
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lo OUTSIDEVIEW

Ib RELATIVE MOTIONOF THE VISUAL FIELD

Fig. I: Visuo.l scene
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LINEAR MODELLING OF ATTENTIONAL RESOURCE ALLOCATION I

by Byron Pierce 2 and Christopher D. Wickens

University of Illinois Department of Psychology

S_MARY

Eight subjects time-shared performance of two compensatory tracking
tasks under conditions when both were of constant difficulty, and when the
control order of one task (designated primary) was varied over time within
a trial. On llne performance feedback was presented on half of the trials.
The data are interpreted in terms of a limearmodel o£ the operator's atten-
tion allocation system, and suggest that this allocation is strongly subop-
tlmal. Furthermore the limitations in reallocatlng attentlonal resources be-

tween tasks, in response to difficulty fluctuations were not reduced by aug-
merited performance feedback. Some characteristics of the allocation system
are described, and reasons for its limitations suggested.

INTRODI_CTION

/

A common requirement imposed upon the human operator engaged in t/me-
sharing performance under time-varying environmental conditions results when

changes occur in the difficulty of one of two concurrently performed tasks,
as its performance constraints are held constant. Such changes thereby force
a reallocation of attentlonal resources toward the task whose difficulty is
increasing. Thus for example in precision flight, an increase in lateral air
turbulence will require re-allocation of resources away from tasks of lesser
demand (communications, pitch control) toward control along the lateral axis.

The entire process of task demand evaluation and resource allocation

can be conceptualized as a two stage process. The operator must first eval-
uate the error, or discrepancy between desired and actual performance on
the task or tasks required (error evaluation). If such an error is per-
ceived to exist, the attention allocation system then must respond by shift-
ing resources in a manner to restore the desired level of performance and
nullify the original error (resource allocation). This closed feedback loop
describing the resource allocation system is analogous in so_e respects to a
compensatory tracking task, in which position error is evaluated and a manual
control response is executed to nullify the error. Because of this similar-

ity, modelling techniques borrowed from manual control will be utilized in !

IThis research was supported by a grant from Air Force Office of Scientl-
fic Research Life Sciences directorate. AFOSR77-3380. Dr. Alfred
Fregly was the contract monitor. ,

2Now at Williams Air Force Base.
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the current investigation to describe and evaluate the human's attention
allocation system.

Delp and Croesman (Reference 1) have provided an analytical framework

for describing the linear relation between time-varying task parameters and
single task performance in terms of a higher level "meta transfer function."
The objective of the present research is to apply similar procedures to anal-
yze the meta transfer function of the resource allocation system to task de-
mtlnd (difficulty) changes in the dual task environment. In the paradigm em-
ployed, subjects perform two concurrent tracking tasks. One task is desig-
nated as primary--a high priority task whose performance is to be maintained

at or above some criterion for the duration of a trial. During the trial, ._
the di_ficulty of the primary task is varied in a semi-periodic fashion. It
is assumed that, to the extent that he is capable, the subject follows the
priority instructions_ and primary task performance remains constant in the
face of varying primary task difficulty. To achieve _his optimal allocation
behavior, the subject is therefore required to withdraw processing resources

from performance of the secondary task, and its performance should then vary,

more or less phase-locked to the difficulty w,riations of the primary task.

An hypothetical example of this "optimtlmallocation response" to a
ramp increase in primary task difficulty is depicted by the solid lines of
Figure 1. The time-varying performance on both tasks is portrayed, along
with the inferred allocation of processing resources between the tasks. /
Note the differential sensitivity of primaryvs, secondary task performance
to the increase in primary task difficulty, and the corresponding optimum
allocation of resources. Naturally, other varieties of allocation responses
may be observed as well. The dashed lines in Figure 1 depict that of a non-

optimum allocator in which resources are not at all redistributed, and pri-
mary task pergormancr varies with its difficulty. Naturally a hybrid response
between that of the optimal and nonoptimal allocator is possible, in which
there is -.)me reallocation of resources, but in insufficient degree to meet
the new primary task demands.

The model that will be employed to describe the allocation system is
portrayed in Figure 2. Here the allocation system is assumed to be a linkar
dynamic system in the sense that it receives inputs (task demands and sub-
Jectively assessed performance) and generates outputs in response (mobilized

processing resources). While these outputs cannot be directly observed, they
may be inferred from an appropriately filtered on-llne performance measure.

/

Thus in dual task performance, depicted in Figure 2, the dynamic relation
between the four inputs to the allocation system (difficulty and performance
demands on both tasks) and the two outputs (Lask performance on each task) i
can be evaluated to determine the extent to which these are described by a
linear transfer function or orderly mathematical relation. Such a procedure
is analogous to the analysis of dual axis tracking (Reference 2).

When analyzing dual task performance, one may examine for each task, the
sensitivity of its allocated resources (inferred from performance) to changes

in its own difficulty (D1P 1 and D2P2 in Figure 2) and to changes in the dif-

ficulty or performance of the concurrent task (D1P 2 a,d D2P1 ). In the
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Figure 2. Schematic representation of dual task performance

current study Fourier analysis will be empli-,yed tc decemine the relations be-
tveen time-varying inputs (tracking task difficulty) end time-varying outputs
(iiltered performance). To the extent chat the resource allocation system
is sensitive at ell to these variatloni s the linear coherence meaiure_ cot- _i
relating varlP=lons over time between the input and output signals, should

be non-zero. More specifically the crcmi-chaunel (DiP _ and D2P1) and like-
channel (DiP 1 and D_P_) coherence mmasure rill be exlmlned ss a'means of
determtnin_ _he optlmility o£ the allegation system. For a hi8hly optimal
system, the like chan_el coherence (D_P.) should be a low (near 0)_ _ith the

crosschannel coherence (DIP2) high in_a_ 1.0). For the _on-opti_al allocator
the vslueo should be reve_sed_ and for the hybrid case both coherence values
should be relatively high.
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If suboptimal allocation is observed in the present results, then an
important question that can be asked relates to the source of the llmlta-
tlon in the allocatlon system. In terms of the two-phase description of the
allocation process ss shown in Figure 2, one may ask whether the limitation
results from the operator's Inabillty to perceive discrepancies between
desired and actual performance (failure of error evaluatlon), or from the
inability to reallocate resources in response to an accurately evaluated
afro. In an analogous manner it is possible to ask whether inadequate per-
formanc in a compensatory tracking task results from poor perceptual eval-
uation of the displayed error, or from an Inablllty to execute an appropriate
control response.

To investigate the source of potentlal limitations, s separate set of

experimental conditions were included in which the conventional Instan- ._
taneous tracking error display was supplemented by augmented performance
feedback that displays the discrepancy between the desired level of primary
task performance, and the running average of that perfo.lnance (e.g., Reference
3). To the extent that limitations in the allocation system result from
inadequate error evaluation, rather than lhnits of allocation, then the ex-
pliclt display of the discrepancies in performance should produce a corres-
ponding approach toward optimality of allocation (i.e., an increase in the
cross-channel, and decrease in the like-channel coherence).

_I_i00 ORIG_ ALQUALITYOF pOOR I

Task_._._s.Subjects performed two compensatory tracking tasks, dlsplayed
one above the other vlth a sllght horizontal offset. The left display was
controlled by left-rlght manlpulatlon of a spring loaded controller held in
the left hand. The right display was simllarly controlled with the right
hand. The total visual angle subtended by both dlsplsys was 4° (horizontal)
x I° (vertical). Disturbance inputs consisted of band-llmlted bhlte noise
wlth an upper cutoff frequency of .32 Hz. Separate uncorrelsted disturbances
were employed on each task and were added to the output of the control dynam-
Its. Control dynamics were of the fore:

On trials of constant dlfflcultyp the value of the dlfflculty psramter
alpha was set at .$0. On variable difficulty trials, the value of alpha on
one taskp designated prlmsry_ was driven by the function; _ - .50 �Sin
(.1884 t) + Sin (.0628 t), (0 < _ < 1). This produced a system that var-
_ed continuously betvean second order unstable dynsnics, first order stable
dynamics, and intermediate levels in a series of spikes and ramps (see
Figures 3 and 4). Secondary task difficulty was always held constant with
alpha = .50.

Supplementary perforn_nce feedback of the primry task, used in variable
difficulty trials, appeared as a bar graph varying in height to reflect
changes in performance (Referenoa 3). The perforasnce bar represented In-

I
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tegrated primary task error, averaged over 8 sliding 5-second window. The
._ desired performance level, indicated by a short horlzontal llne positioned
:_ about half the distance from the zero point (no bar graph showing) to the

top of the display, reflected the subject's average performance assessed for ,
trlals of constant difficulty. By tracking so that the bar graph remained at

i_ or above the desired performance llne, the subject attained desired standards
! of primary task performance.

Root mean squared error (I04SE) was computed on llne for each task and
recorded at the end of each trial. Control stick and cursor error posl-
tlons were sampled and recorded on Cape every 120 meet. Experlmental control
was governed by a Raytheon 704 computer.

Design and Procedure. Eight rlght-handed male students at the Unlver-
sity of Illinois participated in the experiment and were paid for parCicipe-

' tlon. A wichln-subJects design was employed so that all subjects performed
all experimental conditions. Followlng one day's session of practice on the
dual axis tracking tasks, four experimental sessions were conducted. WiChln
each sesslon_ subjects performed 24 two minute dual task trials. These con-
slsted of 8 trials of constant difficulty, of which the final 4 were used
for data analysis (Phase I), followed by 12 trials of variable difficulty, of
which the final 8 were used for data anatysls (Phase 2). Finally the subjects
receive_ four more trials of constant difficulty (Phase 3). During constant
difficulty trials subjects were instructed that the two tasks were of equal
priority, while in Phase 2, the task of variable difficulty was designated
as primary--Its performance to be held constant. On alternating Phase 2
trials, either the left hand task or the right hand task was primary (and was
therefore variable). Similarly on alternating pairs of Phase 2 trials, sup-
plemental feedback w_s either present or absent.

RESULTS

P.MSError. Two l-way repeated measure analyses of variance were per-
formed on the P_ tracking errors, one for primary and one for secondary task
performance. The four levels of each ANOVAconelsted of Phase i, Phase 2
feedback, Phase 2 no-feedback, and Phase 3. The effect of condition on the
performance measures in both ANOVAswas highly reliable (Primary TaF ,

_ 2" a 107.98, p < .OOl; Secondary Task, F 2 = 54.93, p < .OOl). The
InLvalues of prlmary and secondary task e_/'o_ for the four conditions

are shown in Table I. It is apparent that large dl(ferencm in both tasks _rJ

Table I: PwM$Error (Pro T'ortion of Scale !

• Phase I Phase 2 Feedback Phase 2 No Feedback Phase 3

Priory Task ,1164 .1808 . _869 .1166 )!

Secondary Task .1206 .2058 . t806 .1147
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were evident between the variable (Phase 2) and constant difficulty (Phases l
and 3) trials, a difference substantiated by the experimental contrast of

Phase 1 with Phase 3 no-feedback (Primary Task, F_ 7 = 153.0, p < .001_ Sec-
ondary Task, F 1 7 = 31.8_ p < .001). The effect 8_ feedback, hovever_ exam-
ined in the coit_ast between the two Phase 2 CO_JiCionlp wee only reliable

for the Secondary Task (F1, 7 - 59.O3_ p < .001).

Cohe,rence AnalTsls. The response of perfornance to the time-varying
chanKes in task di£ftcul_ is illustrated in Figures 3 (feedback) and 4 !
_no-feedbsck). The error neasures were mooched by averaging tracking RMS
error within a sliding 2.4 second window. These mooched performance re-
cords were then ensesbled over trials and subjects tO produce the data por-
trayed In Figures 3 and 4. Xt Is evident in these figures chat to some ex- J
tent performance on both tasks "tracked" the tlme-varyins difficulty pars- -_
meter, an observation that vas born out by the analysis of linear coherence.

The linear coherence analysis employed a Fast Fourier Tronsfom tlgor-
IChm (Reference 4) to transform else variations of primary task alpha and
within trial error measures Co power spectre in the frequency domain. Fran 1
these transformed measures_ linear coherence values (Reference $) were com-
puted correlating variations over time between Primary Task difficulty (alpha _
level) and the perfornmnce measures (within trial error averages) on both .4
tasks.

i
Obtained linear coherence values_ assessed aC Oh: six lowest frequency /i

values that best account for variations of the task one alpht, signal_ are
displayed In Figure $. It is evident in Figure 5 that linear coherence is
reasonably high in both cordittons for both me6sures. Roweverp prhury cask
difficulty fluctuations seen to induce greater variation in prlmary teat than
in secondary Cask performance. Similarly feedback demonstrated little ef-
fect on primary task coherence but a smell buC consistent effect on the co-
herence rich the secondary task.

DISCUSSION

The most striking aspect of the deCa relates to the marked deteriora-
tion in performance on both tasks that results when the difficulty of one is
-ida variable. This was Mnifest in s 60-7G_ increase in PJIS error, despite
the fact that the average value of the difficulty parameter alpha (- .$0)
In the variable difficulty.Casks was equivalent to its value in the constant
condition.

A reasonable explanation for Chls difference can attribute the perfor-
mance decrement Co the higher level cosnlCive process required to deal vlth
varying task denandr, in an effort Co mac perfornance requlrements. In
short, the operecion of the aCcenCion allocaCion system itself requires
processing resources in order to function in continuously reevaluating and
responding co res_rce dena:_ changes.
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Figure 5. Linear coherence values Figure 6. Gain plot of transfer
betveen alpha end track- function. Ratio of track-
ins error tonsures ins error (range 0-1.0)

to alpha.

_roperties of the Allocation System. The proposition that the system
say be modelled 8pproxhutely is • linear dyrdmic system received some sup=
port in the current results, both from the relatively hish linear coherence
values obtained at the frequencies corresponding to difficulty variation,
end on the bills of visual emiwstion of Figures 3 and 4. In addition to
the guneral responsiveness of perforince on both tasks to the df,fftculty
fluctuations described above, tvo additional characteristics of these fig-
ures that are not revealed by the coherence analysis are particularly rele-
vant.

1. The transfer function of the alpha-performance data was conputedj
end the msplitnde ratio data ate plotted in the gain portion of the Bode plot
shotm in Figure 6. While the linear correlation of this slope ts not high,
end the numhev of points (6) is too few to alloy any strons conclusions, the
implication of these date is that the response of the allocation |ystem_ a,_
inferred fins subjects' perfomance is to les___dthe difficulty variation as •
KS system. That is, performance is sensitive to the rate of change or first
derivative of difficulty, rather then to the absolute level of difficulty
itself. This behavior is graphically illustrated _n the response st primary
talk perfonsance to the spike increase in alpha at tame t = 72 _,_ Figures 3
end 4. This result is in contrast to that observed by Delp and Crosmun
(Reference 1), vho modelled the perfomsnce response to difficulty changes
(their "umte"-trensfer function) as a first order, K/S, or integral system.
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The source of this difference is not immediately apparent; it may be attribu-

table to either the repeated nature of the difficulty function employed in
the current study that allowed the subjects some degree of anticipation, to
the discrete steplike changes of that function, or to the dual task environ-
ment used here.

2. Both figures indicate the presence of relatively high frequency
oscillations in secondary task performance that do not correspond to varia-
tions in alpha. While these oscillations might at first be described as

, "noise," it should be noted that they correspond very closely, point-for-
. point in time between the separate and independent replications depicted In

Figures 3 and 4. A close correspondence of thls nature would not be pre-
dicted from random variability in the two replications. Instead, these os-
cillations bear a resemblance to the frequency response that a second order

physical system wlth spring loading Night show to a step or impulse input,
approximating the nature of the dlfflculty changes presently employed.
While the precise nature or source of these osclUations cannot be estab-

llshed, their presence nevertheless provides supportive evidence for the

llnearlty, and Invariant properties of the allocatlon mechanism, and en-
courages further investigation.

Optimallty of the Allocation System. The coherence analysis performed
indicated clearly that subjects did not behave as the optimum allocator of

Figure 1. In marked contrast to the instructions delivered to the subjects,
primary Cask performance was highly sensitive to primary task difficulty.
It is therefore important to ask why, in the present results, subjects ap-
peared unable to follow the imposed priority instructions. Wickens and
Kessel (Reference 6) showed that when the difficulty of a task (instability
tracking) is increased between sessions in a dual task environment, it is
possible for subjects to hold that task performance constant--at the ex-

pense of secondary task performance. Why then, when difficulty was manipu-
lated within a session in the current experiment, was the severe limitation
observed?

: It appears unlikely that subjects simply ignored the instructions, as
resources clearly were withdrawn from the secondary task to deal with the

difficulty increase and were returned when demands were lowered, thus pro-
ducing the high secondary task coherence measure. Instead it appeared Chat
either the resources withdrawn were not delivered Co the primary task, or
alternatively that the changes in difficulty were sufficiently abrupt that
smooth resource modulation could not occur (i.e., resource adjustment did not
have sufficient time to operate). This second hypothesis is supported by
visual inspection of Figure 3. Note following the difficulty step increases
at times t = 24-28 and t = 96 seconds that in both instances primary task
error begins gradually to reduce as secondary task error undergoes a corres-
ponding increase, as if at this point the subject begins a gradual and ap-

; propriate reallocatton of processing resources away from the secondary task
toward the primary, in accordance with instructions. In fact a rough esti-

mate of the lag between difficulty increases and secondary task error in-
: creases places this lag at approximately 2-3 seconds, a value that corres-

ponds reasonably well to the 2.8 second lag observed by Delp and Crossman.
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The implication of this observation is that the appropriate resource mobil-
ization might be within the capabilities of the operator to a greater extent,
had the difficulty transitions been of the more gradual nature employed by
Delp and Crossman.

Feedback. The contrast in performance measures between the augmented
feedback end no-feedback conditions indicated further that the operator's

limits were manifest in the second stage of the closed loop allocation sys-
tem--the reallocation of resources--rather than in the first stage--the er-

ror evaluation process. When this evaluation process was presumably aided by
explicit presentation of the discrepancy between desired and obtained per-
formance, no reliable improvement in allocation behavior was observed, either
in the form of a reduction of primacy task error, or a reduction in its lin-
ear coherence function with alpha. In fact, the only effect of feedback _
chat was observed was a reliable increase in secondary task error, and a
corresponding increase in the secondary task coherence measure, as this
Cask apparently became more responsive to the changes in primary task dif-
ficulty.

While augmente_ feedback did not prove to be useful in the current
investigation, the conclusion drawn must of necessity be limited. It ix
quite likely Chat the difficulty changes were sufficiently dran_tic that
their presence, and the resulting performance changes, were easily observa-
ble by the subjects. Changes of a more subtle nature might have produced

a sub-threshold deterioration in performance that could only be detected /
with the aid of the augmented feedback.

CONCLUSION

The major limitations of human performance in the variable difficulty

paradigm, demonstrated in the present results, suggest that this area war-
rants further exploration. Re_earch is needed to determine the effect on
allocation ability of such variables as training, the nature of the diffi-
culty time functions, and the qualitative similarity between the time-
shared tasks. Through this research a better appreciation can be gained
not only of the mechanism by which attentional resources are allocated, but
of the fundamental nature of those resources themselves.
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Abstract

This paper consists of two parts. The first part describes the

problem of multl-task attention allocation with special reference to

aircraft piloting, the experimental paradigm we use to characterize
this situation and the experimental results obtained in the first ._

phase of our research. A qualitative description of an approach to

mathematical modeling, and some results obtained with it are alsoT

presented to indicate what aspects of the model are most promising.

i The second part of the paper consists of two appendices which (i) dis-

cuss the model in relation to graph theory and optimization and (2) specl-

: fy the optimization algorithm of the model.

J

i. Introduction

We think that an increasingly crucial aspect of piloting an alr-
craft is "multi-task allocation of attention". The pilot must monitor Jl

many more systems than before, most of which are growing in complexity.

In earlier days flying the aircraft "by the seat of the pants" was
difficult, but piloting was_ more or less, a constant task. It was ob-
vious that the pilot could keep track of wha{ was being controlled at _ •
what time and how well that was working because he was doing it; he was

in the loo_and could see or feel it directly.

As systems become automatic the pilot himself tends to lose track

of what signals are coming into what subsystem and what response that

subsystem is making. Most of the time when everything is normal the #

automatic systems do Just fine. Indeed if we demanded that the 2ilot

actually perform all functions which are now automated it is clear he
couldn't do a fraction of such tasks. Yet we expect him to monitor all

such functions, and at the first overt alram or even subtle evidence of

failure we expect hlm to be able to render a quick accurate diagnosis of

the problem and set it straight.

We call the pilot a "flight manager" or "supervisory controller" and

we see hlm in the image of a corporation manager with legions of dutiful

automatic servants doing his will and bringing him information as he de- _

sires it. The problem is that the corporate manager has time to ponder _!iand investigate and weigh evidence and consider his decisions. He operates

+ research supported by NASA Orant NSG 2118. IIEAI_HTENTIONi['_-_I_"_ :_i!_
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on a human time scale: if the corporation manager sees his "production

vehicle" about to go bankrupt he has at least a few minutes to decide

what's wrong and what to do about it. The flight manager doesn't.

The general research questions implied are:
|

a) What are the expected behaviors and what are the limits of a

person's capability to allocate his attention among many simul-
taneous tasks of varying importance and varying urgency, as a -_

function of the number of tasks, the gelleral pace at which they
occur and other salient parameters?

b) If there is a normative or pptimal way a person should perform
such a task, can it be specified as a quantitative model, and
how close does a trained person come to behaving optimally?

c) What are the implications for improving the design of the man-

machine systems in which the pilot must perform such multi-task
allocation decisions?

2. Experimental Paradigm i

To characterize such a multi-Cask decision-making situation we have

developed a very general experimental paradigm and an associated model. The

experimental paradigm requires the subject (or decision-maker DM) to select

one at a time from among a number of blocks ("tasks") of different heights i
and widths displayed simultaneously on a CRT (Figure i). His selection, J

made by holding a cursor even with the block "attended to" is in order to

maximize his reward, where the earning rate is proportional to the displayed

"importance" (indicated by the height of each block) and the "productivity
rate" (the rate at which the block decreases in width when "attended to").

Blocks appear at random distances from a "deadline" and move at constant
velocity toward that deadline, disappearing when they first touch it. Var-

ious task parameters have to do with the frequency at which new blocks ap-

pear, the speed with which they move toward the deadline, the variability

in importance, the variability in how far from the deadline they first appear,

: and so on. The toal is to "remove" as much block area as possible.

In one experiment blocks continually appear with exponential dis-

tribution in time. In a second experiment all blocks appear at the start

of the run; no new ones appear thereafter.

An important feature of the experiment is that blocks do not queue
_ up for service, i.e., if a block reaches the deadline the opportunity to

earn its reward is lost. We cannot say for sure, however, whether blocks

i queue in the operator's mind for attention in correspondence to the fact

that at any one instant of time there may be some blocks which are far from
the deadline and others which are close. The close ones, of course, may be

of little importance, so often at is better to attend to more important
tasks which are farther from the deadline in order to ensure that all of

the really important ones do get attended to before the deadline.570
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J
Figure 2. illustrates a means we have used to obtain a time-plot

of which block the subject selects in which queue (column headings).
Printed symbols in each column tell the service time the block requires, ,,
the time the block will be available, and the value to be obtained.

Having informally experimented with this situation with a variety
of parameter combinations we are now in a position to claim that the .J
experiment does seem to simulate various attentional demands which are

placed on the pilot. These vary considerably in duration. Some tasks
" are urgent, but of modest importance; some are urgent and of great impor-

tance; some are not urgent and of modest importance; some are not urgent
but of great importance to be done before the deadline.

3. Experimental Results

As the first phase of the second authorts doctoral thesis, experl-

meuts with human subjects have been run with various experimental para-

meter combinations. Because the number of such possible combinations is

so large we have investlgatedthe effects of changing one parameter at a

time, relatlve to a "baseline condition". Table 1 indicates that for all
runs the subject worked with 3 queues of blocks (tasks) and runs lasted
400 seconds. The baseline parameters are given above. Seven changes in

parameters are indicated below, made one run at a time, all other parameters

matching the baseline condition in each case. For each the values gained /
by each of three subjects, the range of their data, the average, and the

total posslble are given.

In Table 1 it is seen that a considerably higher speed of blocks i
moving toward the deadline (2) reduces the score,but not much, compared
to the baseline (I). Greater variation in block speed (3) makes little

difference. A reduction of interarrlval time (4) of blocks means more

blocks become available - more opporunity is there for earning a score -

but a smaller fraction of these are completed. As the height of blocks
(task value densities) become more variable (5) the net earnings are

little affected, though the presence of a few very lucrative blocks doubles
the total possible score. Giving partial credit (6) for productivity

(allocation) on a task when it hits the deadline increases the earnings

llttle more than one percent, which Is surprising. Lowering productivity

(7) has the most significant effect, as seems intuitively reasonable - but

the reduction in score is not quite in proportion to the forced reduction
in rate of doin 8 tasks.

4. A Mathematical Modeling Approach

To accompany the experimental task, we have developed s mathematical
model which can be run on the computer immediately after any human data run.

! (_he relationship of the model to graph theory in general and the full spec£-
i _ ficatton of the model algorithm given in Appendices 1 and 2 respectively).

572

t •

' 1979007417-551



i

!
ORIGINALPAGE I8
OF POOR qUALITY I

,,. , ,

CO_ON CONDITIONS

3 queues, 400 sec duration

BASELINE CONDITION

Task Interrlval time, exponential distribution, mean = 20 sec/queue

all tasks _ 5 units away from the deadline

al]_ tasks 2.5 units in duration

all tasks speed toward deadline at 0.i unlts/sec.

I productivit 7 on all tasks 0.5 units per sec. ._

value density rectangular distributor 0 - i utiles/sec

No partial credit was given in the baseline case.

TOTAL POSSIBLE

CONDITION % AVAILABLE VALUE GAINED BY SUBJECTS AVG. VALUE (UTILES)

! .... D% KT SJ RANGE

i Baseline, B .913 .931 .942 .029 .929 98.7
............. ,, ,1, i

2 More speed

(2.5 B) .917 .880 .878 .061 .891 98.7

3 Variable speed

(rect, ,05-2.5)I .934 .907 .912 .027 .918 98.7
i,

4 Less interarrlval

time (0.75B) .803 .809 .795 .014 .802 122.2

5 More varied

value density
(rect dist 0-2) .946 .940 .902 .044 .929 197.6

L ,Jl 11 , , ,

6 Baseline, but

with partial
credit .943 .949 .926 .023 .940 98.7

7 Less produc-
tivity (0.SB) .642 .660 .650 .018 .650 98.7

Table I

Some Experimental Results
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The model is essentially a dynamic program which calculates an optimal
"attention allocation trajectory" for all the blocks present, and then takes

the first step of that trajectory. As soon as each new block appears, the

dynamic programming calculation is repeated. The model is constrained by

three parameters to make it human-llke. The parameters may be adjusted
according to various criteria until the model best fits experimental data.

One parameter is a time delay T, simply a,,justed to match human motor reac-
tion time plus decision time.

A second parameter is a linear discounting of importance of later
blocks in various alternative trajectories which the dynamic progra_ing

algorithm compares to determine which trajectory costs least. This dis-

count rate ue call B. Zero 6 means that, in present evaluation of alter-

native trajectories for future action, what the model earns in the more

distant future weights just as heavily as what it earns in the very next

step. Large B means the model discounts the future completely and only

considers alternative next steps.

A third parameter, 7, is a linear discount rate on distance of blocks

(tasks) from the deadline, determined anew at each successive model

iteration. Zero y means that, in declding what to do next, blocks far

from the deadline are just as heavily weighted as those close to it

(multiplied by the blocks' individual importance). Large y means the

model only attends to what is close to the deadline. It is a "putting
out bonfires" strategy.

It may seem at first reading that B and y mean the same thing, but

this is not true, and in fact it was our experiments which led us to see

this distinction: this aspect of the model grew out of the research. The l

point is that time into the future, with respect to alternative sequences

of (planned) action, is quite different from opportunity time available.

In other words, the task which is far from the deadline can be done first,
and the one which is close to the deadline done later. The only absolute
constraint, of course, is that no task can be "done" after it crosses the
deadline.

5. Results from the Model

We now have experimented with the model itself on various multl-task
situations. In those situations cited above where all blocks appear at
the outset we have verified, as expected, that zero _ and zero y are best.
All information is known from the start, and an optimal trajectory as de-
termined by dynamic programming is optimal in an absolute sense.

Curiously, this is not true of the experiment where blocks appear
continually. Let us recall that the dynamic prograu_ing algorithm com-

putes an optimal trajectory based on what blocks are in view at the time,
i then commits itself to the first step of that op::tmal trajectory. Thus,

if there is discounting in "planning time", optimal may be to do a rela-

tively unimportant but about-to-disappear task, since there is just time
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C. ¸ _ • ,_

: _ .7 :- • ). . _.

-.i_"i_.Chen to comptece e_tmport_nt t_k wh$ch is the only one avatlable_ But, .!_ _i_

.-_i.._!e doing the unlmpor_ane task, suppose a new Important task appears. " I Y ':_*__
:_ _h e s oppo tunity __ -:_ ': th ame r -_time_s the other _nportant one.,i A choice must : _.... _:._

b_ gads between the _Vo impo_ant taskst,since onI_ _one task_,ca_be _ _ i__ _
attended_to at a time; one important task must_ be l_st. Had the _odel -_ :_ _/
expected _he new Important task was.cominstt_ould'have attended first
to the available _mportant task_ ignortng:theunimportant _lose-to-dead-
line one, and then had ttme avatlabl_ for the new important one. In-
stances of this effect are revealed in simulation _uns described below. [

Our model runs thus far had been made trlth varying T values (rear -_ _......
tion times) and either varying _ or varying _. _ values have been
matched to _verage re-----action times of experimental subjects on a one-
run-at-a-time basis,

_e have let the computer compare human DH results with computer
results sep_rately on the basls o_ _ive different criteria: 1) per-
cent value gained for the given run out o£ the total possible value

, obtainable; 2) percentage of all completed tasks independent of duration
or importance; 3) percentage of time both model and human subject acted
on the same tasks at the same time; 4) squared differences between cumu-
lative value gained by model and human, su_ed over the entire run;
5) squared differences between incremental value gained by model and

human for brief time interval, summed over the entire run,

Figures 3 through 7 show examples of five mode_ runs. Figure 3 is
for subject KT for the baseline experimental conditions, Figure _ is
for the same subject for a speed 2.5 times as 8rest as the baseline.
Figures 5, 6, and 7 are for three different subjects for a productivity
half that of the baseline. On each page are ten plots, each plot repre-
senting a series of model runs at di_ferent values of _ (left column, see
abscissa below for value of 6) with _ = 0, or model runs at different
values of y (right column) with _ - O. Points symbolized by X are model
runs. The horizontal lines represent human data for the given experimental
condition. Circles are comparisons between human and model. Each ro_ iS
for measures according to a different criterion, as indicated. The#all
points on any vertical slice represent the sanm model run. Ordinate
values of the performance criteria age shown at the right.

Thus, considering the plots in order from top criterion to bottom,
the top one is to be mximtzed (or matched to the line for best fit to
human). The X ploc of the second one is to be maximt_od (or m_tched to
the line for best fit to human); the circles on this plot represent g
of tasks which are common to model and hu_n, and are to be maximized.
The third plot is to be maximised, the fourth and fifth are to be minimized.

For the first criterion (_ value 8ained) it is evident that the
• odel closely approximates the human, at lower values of 6 o_ y doint
slightly better (as one _ould expect for little or no discount) while
at higher values dotns slightly worse (where the model Is not allowed

_ to *'plan ahead", i.e., _ is large, o_ is not allo_ed to consider blocks
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far from the deadline, i.e., y is large). Interestingly, however, for

_" data on the first two pages zero 8 is not quite as good as a slightly

| larger _. The theoretical reason for this was discussed above, i.e.,
with a slight discounting of the future the model is more apt to do the

most important block first, and be more open to new blocks which have
high payoff.

In everyday terms, this suggests that a person with lots to do,

little time to do it, and new tasks continually popping up with rela-

tively short deadlines, should not plan too far ahead. Mostly he should "''_

do the most important thing first, ignoring the closest-to-deadline
factor. As he has time to see what's coming farther into the future

and doesn't expect many new opportunities to be popping up, he should
plan ahead.:

With respect to the second criterion (% tasks completed) it is
interesting that the model and human match precisely in a mid range
of 6 which is also the best match of model to human for tasks which

are common to both model and human. This suggests (i) that a 8 in

this range is a good candidate for a model, (2) that the higher task

completion capability of the model in other 6 ranges, without con-

commltant increase in total value gained, meant it was wasting time

on unimportant tasks. The y fits for this criterion are not so good

or so consistent, and we begin to see that y seems not to be a very
mealngful parameter.

As for the next parameter, % of time acting on the same task at

the same time, it appears that the 6 curve peaks at approximately the #

same value for several of the subjects, but again the _ curve is not

very interesting.

The curves for the final two criteria seem to have little to offer,

excepe that the fourth curve consistently takes a jump (gets worse) for
8 values at 0.I or larger.

Further experiments will seek to refine the model, the fitting !

criteria, and possibly add an estimator of future tasks to the op-

timization algorithm.

[
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A
Appendix 1. The Model in Relation to Graph Theory

,.°

The paradigm described in the paper will result in a graph GT(t) ffi
G(N;A) with N nodes and A arcs, where each node represents a task and
arcs represent the transfer properties between these taska. Note that

rewards associated with different nodes can be different and delay-(time-)

dependent. Also the processing (or service) and availability times of
the nodes and the transfer times between them can be different. There-

t

fore in a reward-time (r-t) coordinate framework we have graph GT(t) as
shown in Figure AI.

i Note that in A1 values transfer times between
Figure T represent

.... nodes, which incidentally can be dlrection-dependent, such that precedence

constraints can imposed, tR, and are "ready-time",
be tD tP "deadline time"

and _processlng time", respectively. Note that when the rewards associated
i:• with the tasks are constant until they hit the deadline, the r-t curve
E associated with a node will be as shown in Figure-A2a. For the case in

i which the DM can get partial credit, however, the rewards, rather than
being Fixed-Loss, will be as shown in Figure-A2b.

In the Figure A2 tS is the slack time, i.e. the latest time; if,

during which the task is completed all the reward associated with the

task can be gained. Note that '!timeavailable" is deadline-tlme minus

ready-time: tA = tD _ tR"

One interesting observation that can be made from Figure-Al is that

in GT(t) graphs there may not be enough time to get the rewards of all #
nodes N. In fact, we can infer from the same figure that the best

schedule that can be chosen in the particular graph GT(t) is ][= (2,1,4)

_ does not include node (task) 3.
which

At this point we digress and consider this sequencing problem in

i relation to other common combinatorial problems llke Job-Shop Scheduling,

Traveling Salesperson, etc. (Golden and Magnanti, 1977).

We can differentiate the sequencing problems listed in Table-Al
according to the following criteria:

i) Will multiple journeys between the nodes be counted multiple?

2) Can we add extra nodes?

3) Can the rewards associated with the nodes be delay-dependent?

4) Can the transfer delays between different pairs of nodes be
different?

5) Is it imperative to return to the base node?

_ 6) Is it necessary to satisfy the above requirement before a

certain delay, TR?
7) Can the graph G, desrlbing the problem change dynamically in time?

_ See list of symbols at end of Appendix 2.
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{
FIGURE AI. A Schedule_ = (2,1,4) for Multi-Task Attention

i Alloeatlon on Graph GT(t) = G ( N ; A ).

r r d

(¢

FIGURE A2 Reward-Time Curves for a Task (a) when no Partial
Credit is Given, and (b) when Partial Credit is Given.
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Using these criteria we have listed some co,m_on combinatorial optimiza-

tion problems with two new ones:

a) Minimum Spanning Trees, MST (Kruskal, 1956)

b) Steiner Tree Problem, STP (Nijenhuls & Will, 1975)

c) Job-Shop Scheduling, JSS (Elmaghraby, 1968 a_ Sahn!, 1976)

d) HamiltonCycle, HC; alias the Traveling Salesperson Problem

(Held & Karp, 1962) i

_ e) Open Tulga-Path, OPT; alias Multi-Task Attention Allocation,

f) Closed Tulga-Path, CTP

Note that i_ Table-Al the indicator 'o'means that the particular cri-

terion need not b_ satisfied for the problem at hand, while indicator 'i'

is for the opposite case, with 'N/A' indicating that the criterion is not

appllc@ble for the problem. Figure-A3 is a schematic representation of

some of the problems. OTP describes Multi-Task Attention Allocation.

Problems vs.

Criteria: MST STP JSS HC OTP CTP

I 0 0 I i i I

2 0 i N/A N/A N/A N/A

3 0 0 I 0 1 1

4 i 1 0 i 1 i

5 0 0 0 i 0 1

6 0 0 0 0 0 1

7 0 0 0 0 1 I

Table-Al. Properties of Various Sequencing Problems.

Before returning to the Multi-Task Supervisory Control, the reader

can observe from Figure-A3 that, if the requlr_ment was to serve all the

nodes (tasks) with minimum number of controllers (or processors or vehi-

cles or people, etc.) another controller might have been assigned to

node-3 in Figure-A3(lii), and the OTP problem will become an advanced

version of the 'Bin-Packing Problem'. (Johnson, 1974) The reader may

note here the case of computer aiding (2nd. controller) of the human

operator (ist. controller). (Rouse, 1977) Similarly In Figure-AJ(iv) an
extra vehicle can serve node-3 and come back to the base node before

TR; however, unless the return time TR is sufficiently large, node-4

cannot be served whatever the number of vehicles, but as TR increases

3, then 2 vehicles will be enough to serve all the nodes: the CTP then

becomes an advanced 'Vehlcle-Routlng Problem". (Golden, 1976)

We can see from Figure-A3 that Multi-Task Attention Allocation

Paradigm is representable by the OTP Combinatorial Problem when we con-

sider that node 0 (base node) is where the DM currently is, and 4 tasks
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FIGURE A4. The Return#for a Taskjas a Function of Time for the Partial
Credit Mode
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are (or will be) available with different properties. The DM will then
act on the first task of the optimal schedule, H° = (2,1,4), i.e. task 2,

Note however, that new tasks may appear on this graph GT(t) probabl-

listically according to the interarrival rates and with the task para-

meters explained in the paradigm section, and the th_g to be maximized

is the reward gained at the end of the experiment, so that tasks that are

going to appear cannot he ignored. That is to say: since graph GT(t)

is tlme-dependent, then the optimal schedules H°(t) on them are time-

dependent too. ....

,%

Appendix 2. Optimization Algorit]_ of the Model

In choosing his control, i.e., which task to et upon, we can model

the DM as an optimal controller who maximizes his expected returns over

a planning horizon. (Koopmans, 1964). In particular, the DM will act

to max_ize his expected total returns over a finite planning horizon,

T, with a discount function B(8, t):

max. r(n) =El T
H

where _(t) = Z Rij(t) " B(8, t)(i,j)e_

in which the summation is over all the tasks (i,j), which collectively ]
make up the ordered task set, schedule H, that the DM expects to act

i upon over his planning horizon. Rij(t) is the return he gets for acting
on (or completing) the task (i,j) during (or at) time t.

For the case in which the DM gets credit continuously while acting

on a task, the Rij(t) will be as shown in Figure-A4.

In Figure-A4, tij, Pij, dij, Pij represent the time at which the
DM plans to start actlng on the task, the value density of the task, the
duration of the task, and the productivity of the DM for the task (i,j),

respectively.

If however, the DM is going to get (full) credit only after success-
fully completing a task, then the Rtj(t) will be as shown in Figure-AS.

' The DM_ in effect, will choose at each decision point a schedule
H° = (H_, H2,...) that he intends to act upon to maximize his expected
returns, and then he will actually act upon the first task _, in this
ordered set of tasks.

It is probable and acceptable that he might have to give up on
acting on.some tasks when their 'available times' are small - due to
their high speed and/or due to their proximity to the deadline - or
when they have comparatively low value densities, especially in comps-
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FIOURE AS. The Returnjfor a Taskjas a Function of Time for the No-Partial
Credit Mode.

i
P_Io_ITY

1
T|MI_

FICURE ^6. Increasing Priorities o[ Different Tasks as They
Wait to be Served.
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tition with other simultaneously available tasks which are preferred in

these respects. Another important parameter, of course, is the trans-

fer time _ii_ between the queues. He has to consider the fact that he
will end up getting no credit for a period of time when he transfers his
control from the i.th queue to the i'.th one.

The algorithm for finding the optimal schedule of tasks H°, to act
upon is:

Algorithm T_PATH ..... "

Input (usage, TR, XiJk' Tii'' B: G)

The input parameter 'usage' Indxcates whether an OTP or a CTP is
desired, and if it is a CTP, TR is used as the required return time to
the base node. T is the transfer-delay time matrix between the queues ...
of tasks and B, and G are discount functions on future returns and on
tasks away from the deadline-tasks with larger slack-times -, respectively.

Note that the system state tensor XiJk specifies the various task
parameters for each given instant o£ time like:

I) whether the tas_ is available (display) or not, Lij (=i or 0) 4

2) the return associated with the task as a function of time,

Rij (t)

3) the processing/servlce time of the Atask t[j(t) J
4) the 'available time' of the task, t_j(t)

Output optimal schedule _o, and discounted present value r(_ °) and
completion time c(_°) associated with it,

Step-I [Initialize]

for i - I to I do

for J = 1 to Jido

while Lij = 1 do /* is the task available ? _/
transform (i,J) to _ and

generate the tuple (r(_), c(_))

r(t) - Rt(t - O)
c(t) = Zot + t_(t - O)
end

end

Note that Rt(t) " f Rlj(t), B(B, _)'d_
_-t

Furthermore, the tasks currently available are summed to give N, which
is also the maximum number of stages, H, the optimal schedule can have.
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i Step-2 [Generate schedules that are m stages deep] ORIGINAL PAGE 18• " for m = 2 to H do OF IK}ORQUALITY

generate all m-member-subsets = 8

and for each task _ES

generate the (r(H_ _ c(_)) tuple(s)

-where lI -(if' g _, i,e, schedule !'[ is schedule _'
with task _ at stage m,

-for each H'_,* order(S-_}, i.e. for each H' _-- {S-_),
-where the '=' operator tests whether each member of one

set is also contained in the other• (Wetnberg, 1971)

r{_l[) = r(]l')+ RE(t = c(11')).

C(]]) " c(]lv) + TEI_ + t[(t = C(]11))

where _' is the last task - task at stage (m-l) in schedule N'9 •

Eliminate schedules according to the rules:

, I) Eliminate tiletuples which are infeasible, that is credit
cannot be obtained from the last task _ in schedule

before it reaches the deadllne_ or if usage is CTP, before

(TR - _o ), where T_o is the transfer time between the
.. queue of task _ and the base node 0,

! ' 2) Eliminate schedule _i if there Is a schedule if2 such that:

nl=xn2

_ and tl _ t2 tl t2or queue of - queue of

-_s are the last tasks -at stage m- in the respective
schedules-

: and r(]]l)_< r(]_ 2)
?

and c(_l)>_ c(_ 2)

.. 3) Eliminate the schedules that are lees than (m-l) stages
" deep.

t

Step-3 [Return to the base node if usage is CTP]

i' _ if usage = Closed Tulf, a-Path then
for all scitedules _ do

r(n) - r(R) + So(t- c(n))
, c(n) = c(n) + Tto

with t being the last task of schedule _.
I

i end
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Step-4 [Optimal]

The optimal schedule Ho is the one with the property:

r(Mo) > r(H) for all H _ HOo

and if

r(M°) = r(n) then c(_ °) < c(R)

Note that when the rewards of nodes are delay-lndependentthen this -J

algorithm reduces to the dynamlc programming formulation of the Traveling
Salesperson_Problem. (Held b Karp, 1962). On the other hand, when trans-
fer delaysbetween all tasks are equal and when rewards of all tasks are
Fixed-Loss, i.e. constant up to a certain delay (time) and then zero, then
the solution will reduce to Job-Shop Scheduling with Deadlines. (Elmaghraby,

1968 and Sahni, 1976).

Several things should be clarified at this point. First, if the model
is permitted to get partLal credit, as in Figure-A4, then the tasks which
will hit the deadline before they can be complted will also be included
in the optimization, although with their returns Rib(t) appropriately ad-
Justed to reflect the gain that can be obtained fro_ them before they
disappear.

q

Another point that should be emphasized is that, since all the dynam-
ics of the tasks are known a-prlorl by the algorithm (and also by the human),
there is no need to repeat the optimization unless there is a new task
arrival; when no new information is presented, the optimal plan, i.e., the /
currently optimal schedule t,ill be followed in real time as the tasks in
this linked list are completed. It has also been proven theoretically
(McNaughton, 1959) that there is nothing to be gained by shifting attention
from cat task to another and back again, even in the case of no time

penalties for doing so. On the other hand, if after a new task arrival
the first task in the new optimal schedule Is not the task that is currently
being attended, then the model will pre-emptively leave the current task to
serve the first task in the new optimal schedule. However, the task that was
pre-emtively abandoned might still be in the new schedule, anti conditions
permitting may eventually be re-attended.

The effect of 6(¥, t s) will be to adjust the return kit(t) for acting
on task (i,j), by changing the effective value density of tSe task (t,J)
as:

s

nij(t) - _lj(t).o(v, ti, j)

where t_j is the slack-tlmaof the task,i.e.,t s - maxo(O,t(xl;)-(dlp)]_,
with x,_,d,p representing the currant position, speed, current duration-
and the productivity associated with the particular task, respectively.
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Note that the idea of weighing tasks according to their initial
priorities plus incremental priority increases as they walt In a quele
(Carbonell,1966 and Jackson, 1965), as shown in Figure-A6, corresponds
to the G(y, ts) function, where the initlal priority is determined by the
initial proximity of the task to the deadline, and this priority in-
creases as the task approaches the deadllne.

It Is'interesting to note also that, as the speeds of the task_
approach zero, l.e., the deadlines are at infinite future tlme - and
if the transfer times between all the tasks are equal, then the DH Is
modeled to choose the new task to act upon, according to:

: max. OijPij
(i,j)

This, of course is the familiar result from the Queueing Thet)ry(Smith,

1956) when we consider the productivity of the DH, P_, as the service .7

rate Pi_ and the value denslty of the task (i,J) 0jj'ds the negative cost
per un£_ tlme delay Clj,

min. cijp_j where ci_ < 0
(i,J) i

List of Symbols

G graph

t time /
, z transect time

' 4r dummy time
r reward available at a node (task)
R reward gained [or a 8tvotl plan

r(_) total discounted return of a schedule_ a schedule
c(_) completion time of a schedule

r(e that schedule which is optimal
TR deadline rime for return to base node
T planning horizon
B discount function on future returns
B dlacount parameter (rate in this case) on incurs returns
G urgency discount function
¥ urBency discount pnrameter (rate in this case)
I total nttml_er of qt_e_loa

_t total nttmber of taekl in queue i,' combination of i & J for any task
_ maxl6um number of stages that optimal schedule can have
m stage index

d duration
A speed
p value density
p productivity
x position
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t_ processing time

tR ready time

tD deadline time
J

tA available time

tS slack time
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PERCEPTUALFACTORSINVOLVEDIN PERFORMANCEOF AIR TRAFFIC
CONTROLLERSUSINGA MICROWAVELANDINGSYSTEM

i; Gary Gershzohn*
San Jose StateUniversityFoundation

San Jose,Calif.

SUMMARY

This studyinvestigatedperformanceof air trafficcontrollersusinga
MicrowaveLandingSystem(MLS). Eightprofessionalradar air traffic
controllersactedas subjectsand performedtheirnormaldutieswithinthe
constraintsof the experimentaldesignand simulation.The task involved
the controlof two simulatedaircrafttargetsper trial,in a 37.0-km(20-
n. mi.)radiusterminalarea,by means of conventionalradar vectoringand/
or speedcontrol. Thegoal was to insurethatthe two targetscrossedthe
MissedApproachPoint (NAP)at the runwaythresholdexactly60 sec apart.
The effectson controllerperformanceof the MLS configurationunderwind
and no-windconditionswere examined.

The datafor meanseparationtimebetweentargetsat the MAP and the
rangeaboutthatmeanwere analyzedby appropriateanalysesof variance.

' Significanteffectswere foundfor mean separationtimesas a resultof the
configurationof the MLS and for interactionbetween_he configurationand
wind conditions.The analysisof variancefor rangeindicatedsignificantly
poorerperformanceunder the wind condition. Thesefindingsare believedto

, be a resultof certainperceptualfactorsinvolvedin radarair traffic
, control(ATC)usingthe MLS with separationof targetsin time.

INTRODUCTION

!

This studywas designedto investigatesomeof the perceptualfactors
which affectperformanceof air trafficcontrollersusingan MLS to control
the landingof aircraft. The MLS is a new type of landingguidanceaid and

, is stillin an experimentalphase. When fullyoperationalits primary
purposewill be to facilitatethe safe an expeditiousflow of a new genera-
tionof aircraftintoairportswith an efficiencythat cannotbe duplicated
today. The implementationof the MLS will requirean alterationof the
physicalstructureof airwaysand the ATC system.

A radarscopewas simulatedon a cathode-raytube (CRT)and displayed

*Thisauthor'sresearchwas supportedby NASAGrantsNGL 05-046-002
and NSG-226gto San Jose StateUniversity.
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a terminal area with the MLS. The controllers were presented with several
air traffic situations and were required to separate targets. The experi-
mental goal was to identify someof the perceptual factors involved in end
the performance of controllers using the MLS.

Although the MLS is one of the most recent developments in ATC, and as
such has not been the subject of lengthy investigation, research in aeronau-
tics has placed considerable emphasison developments in humanfactors ........
aspects of ATC. The literature contains numerousreports on topics such as

_ mental processes of controllers (1), workload (11), and the role of automa-

i general picture of the evolution of ATCresponsibilities
tion (lO). The and
required performance has also been outlined (8, 9). By and large, data on
basic humanperceptual processes specifically involved in ATChas received

! only scant attention. Therefore, this study, in part, examined pertinent
psychological literature on visual motion perception in order to analyze

i performanceof controllersusing the MLS.

METHOD

The geometricarrangmentof the MLS as viewedon the radarscopeis
significantlydifferentfrom conventionalInstrumentLandingSystems. Where-
as currentInstrumentLandingSystemsemploya single,straightcourseto the
runway,the complexMLS in thisexperimentwas composedof five courses,both
:traightand curved. In orderto evaluatethe effectsof thisparticular
configurationon controllerperceptionand performance,a specifictaskwas
developed.

Subjects

Eightprofessionalair trafficcontrollersservedas paid participants.
All had extensiveexperiencein radarATC eitherwith the militaryor FAA at
hightrafficdensitylocations.

Apparatus

) A 25,4-by 2G.4-cm(lO-by lO-in,)CRT displaywas generatedby an
Evans& SutherlandLineDrawingSysteminterfacedwith a DigitalEquipment

: CorporationPDP11/40computer. Figurel illustratesthe simulationthat
representedthe ATC scopewith the MLS. The scaleof 2,9 km/cm (4 n. mi./in.)
was close to standardusage,

Aircrafttargetswere representedby trianglesmeasuring.45 cm (.18
in.)on eachside. Each symbolwas labeledby a singlealphanumerictag for
use by the controllerin identifyingand trackingtargets. The targets
appearedto move in a mannernot unlikethose on conventionalradarATC
scopes. Simulatedaircrafthad severalbasicmovementcapabilities:(a)
entryalongan MLSroute at the peripheryand completetrackingto the MAP,
(b) automaticlandlngand exit fromthe displayat the MAP, (c) heading

I changeat a rateof 3O/sec,and (d)accelerationat a rateof 3.7 km/hr
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(2 knots)/sec(equivalentto .0003cm/sec2 on the CRT). Altitudeinformation
was not requiredfor thisexperiment.

The computergeneratedmovementof targetswas controlledby the sub-
ject. His verbalcommandswere transmittedby a standardmicrophone.Receiv-
ing and acknowledgingtheseATC instructionsWas the experimenterin the role
of pilot_ofthe simulatedaircraft. Communicationbetweenthe controllerand
experimenterreflectedstandardATC operationsand phraseology.Upon
receiptof the controller'scommands,the experimenterinput the information
to the PDP II/40computervia a high speed interfacedevicewhich then
alteredthe fl'"- lgh_ dynamicsof the simulatedaircraftaccordingly.

Procedure

The task requiredthatthe controllercontroltwo targetsper trialin
order to achievethe desiredgoal of 60-secseparationbetween_rgets at the
MAP. At the beginningof each trialone targetappearedat the startof the
VIKINGrouteat the 37.0-km(20-n.mi.) hashmark at an airspeedof 464 km/hr
(250knots). It was followedapproximately60 sec laterby,a secondtarget
at the same airspeedwhich enteredeitheralongthe VIKINGroute or one of
the otherfourMLS routes. Sincethe secondtargettraversed one of the five
routesin followingthe first target,therewere five differentperceptual
relationshipsbetweenthe two targets,Thesewill be calledpath combinations
of targetmovement. For example,a targetenteringon the VIKINGroute
followedby a targeton the GEMINIroutewould be calledthe VIKING-GEMINI
(V-G)pathcombination.

The controllerwas instructedto adjustthe movementof one or both
targetsby use of speedand/ordirectionalcontrolin orderto insurethat
the two targetscrossedthe MAP exactly60 sec apart. Each target_utomati-

, callyreducedits air'speedto 167 km/hr (90 knots)by the time it reachedthe
g.3-km(5-n.mi.) fix; thiswas in keepingwith normalaircraftoperating
limitations.The airspeedof 167 km/hr (90 knots)was thenmaintainedto the

, MAP. As the controllerperceivedthe continuingrelationshipbetweenthe
targets,he had to make a decisionto issueor not to issueATC instructions
to changethe relativemovementor positionof one or both in orderto reach
the goal of 60-secseparation.The airspeedand headingof eithertarget
couldbe changedonly duringthe time thattargetwas betweenthe 37.0-km
(20-n.mi.) fix and 9.3-km(5-n.mi.) fix; the controllerhad received
instructionsthat no controlwas to be appliedto a targetafter it had passed
the 9.3-km(5-n.mi.) fix. When the secondtargetreachedthe MAP the trial
was at an end. The dctualseparationin secondswas recordedby the computer
and usedas the raw data for thattrial. In order to measureperformancein
severalsituations,trialswere conductedunderwind (360o at 46 km/hr(25
knots))and no-windconditions.

An introductorysessionfamiliarizedthe controllerwith the general
natureof the experimentalpurposesand MLS. Writteninstructionswere
supplied. Three practicetrialswith no-windand threewithwind beforethe
respectiveexperimentaltrialswere used for the purposeof acquaintingthe
controllerwith the appearanceof the MLS and movementdynamicsof targets.
At the conclusior_of each practicetrial,the controllerwas told exactlyhow
much separationin timeexistedbetweenthe two targetsas they successively
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crossedthe HAP. Thisgave the controlleran indicationof the spatialand
temporalrelationshipsbetweentargetsunder+hiscontrol. This feedback,

' however,was not givenduringexperimentaltrials.

Experimental Design

Two dependent variables were studied: (a) the meanseparation time
between targets at the MAP, and (b) the average range about that mean.

-+ A 5 X 2 X 2 factorial design for repeated measureswas used to analyze the
data. The five path combinations served as five levels of one independent
variable. Twowind conditions constituted conditions of a second independent
variable and the order of presentation of wind conditions was the third
independent variable, The wind treatment condition was presented first to
one half of the controllers and the reverse order was administered to the
other half. There were 15 experimental trials under the no-wind condition
and another 15 under wind. The samepath combination was administered to
each controller three times.

!

RESULTSAND DISCUSSION

I The mean of the threeseparationtimes foreach controllerwas calcu-

I latedand constitutedthe data on which the analysisof variancewas per:-formed. For the purpos_.of notingthe variabilityof controllerperformance,
I a secondanalysisof variancewas performedon the rangeof the separation
I timesper subject. Resultsof the analysisof variancefor means are shown

in Table l and for rangein Table2. A summaryof the means and average
rangesfor each conditionis presentedin Tabrle3 and Table4, respectively.

• The effectof the orderof presentationof wi,d conditionswas not
statisticallysignificant.Therefore,for thepurpose of analysisof other
results,thesedatawere combined.

The analysisof variancefor means showeda significantdifference
betweenpathcombinations(F = 3.84;df =l, lO; p(.05). This indicatedthat
controllerperformancein attaining60-secseparationbetweentargetswas
affectedby the differentpath combinations.The analysisof variancefor
rangedid not indicateany significanteffects(F = .98;df = 4, 24; p).05)
due to differentpathcombinations(fig.2).

The mean separationtimesbetweentargetsunderthe no-wind condition
(60.6sec) and underthe wind condition(57.0sec)were closeto the 60-sec
targetvalue,yet the magnitudeof the averagerangeof timesaboutthese

: meanswas quite large (fig 2 and 3). Underthe no-windcondition the) • ,

C! averagerangewas 19.6sec, and underwind, 43.2 sec. The analySiSpOf.vari-

ance for rangeshoweda statisticallysignificantdifferencein controller(05)..
performanceas a functionof wind condition(F = 12.42;df = l, 6;
The analysisof variancefor means revealedno significantresults(F = .48,
df = I, 6; p).05). While the overallmean separationtime betweentargets
underthe no-windand wind conditionwere not significantlydifferent,the
averagerangesaboutthesemeans were. Both the no-windand windmean times
indicateda high degreeof accuracyon the averagein attainingthe 60-sec
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targetvalue. But the 19.6and 43.2 sec rangesshowedthe accuracyreflected
in themean timesto be a resultof the high separationtimesbetweentargets
cancellingout the low separationtimes,especiallyunder the windcondition.

These resultswill be discussedfromthree pointsof view: (a) the
percehtualfactorsinvolvedin performanceof controllersusing the MLS_-(b)
controllerperformanceusing tfmeas a relevantseparationcriterionrather
thandistance,and (c) the implicationsof the findingsfor futuredevelopment
of the ATC systemwith the MLS.

The controller'sperceptionof the ATC situationconstitutesan impor-
tantfactorin understandingthe results. Three primaryperceptualfactors
are consideredto be of importancein the controller'staskin thisexperi-
ment: (a) spatialseparationof targets,(b) figure-ground(mapoverlay) ',_
effects,and (c) the perceptionof wind-generatedacceleratedmotion. The
latterpoint appearedto be most significantin evaluatingthe data and
requiresspecialconsideration.

The mean separationtimeunderthe no-windconditionwas closerto,the
60-sectargetvaluethan underthe wind condition. Thiswas due primarilyto
the controller'sdifficultyin takingintoaccountthe differentialeffects
Of wind on groundspeedas the targetchangedheading. The difficultyin
perceivingthe onsetof of acceleratedmotionhad severalconsequencesfor
controllerperformance.First,the reductionof the groundspeedof a target,
eitherin the automaticspeed reductionphaseof the approachor as a result
of the wind, alteredthe seParationbetweenit and the other target.Should
the velocitychangehavegone undetected,the resultwould have been a new
amountof separationbetweentargetsof which the controllerwas completely
unaware. Obviously,a continuousseriesof such changesby one or both
targetswould leadto inaccurateand erraticperformancesuchas was evident
underthe wind condition. Second,the perceptionof accelerationof one or
both targetsrequiredan evaluationby the controllerof the actionsneces-
saryto maintainor changethe relationshipbetweenthe targets. This
necessitatedthe abilityto make an accuratepredictionof the future
progressof the targetundergoingacceleration.It has been shownby
Gottsdanker(4-6)and Gibson(3) thatfuturetargetpositionduringconstant
velocitymotioncan be predictedwith considerableaccuracy. However,
predictingtargetpositionduringacceleratedmotionwas found to be general-
ly inaccurateand appearedto be basedon the lastperceivedvelocityrather
thanon acceleration(2, 7). The apparentinabilityof the controllerto
successfullypredictthe acceleratedmotionof targets,and hence future
positionsin time,was associatedwith high variabilityin performance.
Third,the changesin groundspeedof a targettraversingthat partof the

_i MLS coursethat curvedtowardthe airportwere difficultto assess. Thecontrollersreportedthatthe point in timewhen the groundspeed began,to
slowwas not immediatelyapparentnor was it possibleto accuratelypredict
the futuremotionof targets: The largemagnitudeof the changein ground
speedin thoseMLS courseswith longcurvedsegmentsmade accurateperceptions
difficultand inaccurateperformancemostevidentin the results. The accel-

erationsthatoccurredwithinthe curvingcoursesweremost significantunder
the wind conditionand poseda situatlonwhich thecontrollerswere unableto
gauge precisely. _

On the basisof discussionswith the controllersafter the _xperiment,
it would appearthatthe controllers'attemptto separatethe two targetsby
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60 see at the MAPwas not accomplishedmerely by estimating time. Rather,
,- they used a..time-dtsta_ce conversion (distance = airspeed x time). This was

not surprising since controllers perform their normal ATCduties using mile-
_ age not timeas the separationcriterion,and consequentlytheywere faced

with a noveland difficulttask.
Two factorsinvolvingtimeand distanceconversionswere involved. The

firstconcerneda principlethatspecificseparationin timebetweentwo
. targetswill remainconstantif the groundspeedsof the two targetsremain

unchanged. Secondly,separationin timewill remainconstantwhen ground
-_ speedschangeif, and only if, the placeand rateof changeof groundspeed

of one targetis identicalto thatof the other. The realizationof these
phenomenaled to anotherpoint. Sincetime separationwas held constant
betweenthe targetsduringthe automaticspeed reduction(underconditions

_, heretoforedescribed),the establishmentof 60-secseparationbetweentargets
IL " priorto the commencementof the speedreduction(whichentailedaccelerated
' motion)was seen as desirable. Once the automaticspeedreductionbegan,the

controllerhad no means of adjustingthe airspeedof a target. This required
actionto be takenearlierin orderto have controlcapabilityof a useful
and realisticmagnitudeand to set up a relationshipbetweenthe two targets
when they proceededat a constantvelocity. Since the judgmentof constant
velocitiesis more accuratethan acceleratedvelocities,the controllerwas
able to judge the separationin timemore preciselywhen targetsmoved at
constantrates.

The resultsof the presentexperimentindicatethat the controlof
aircraft"usingan MLS with curvedcoursesand temporalseparationmay be
subjectto a numberof limitingfactors. The differentpath combinationshad
an effecton boththe mean separationbetweentargetsand the variabilityof

_ the controller'sperformanceunderthe wind condition. Under the no-wlnd
condition,therewas littledifferencein performanceby pathcombination.
The controllers'commentsindicatedthattSey attributedthis to theircare-
ful and preciseattentionto the positionof the targetswith referenceto
hashmarks and the calculationof time-distanceequations. The wind condition
posedmoreseriousdifficulty since the use of hashmarks and the time-
distanceequationdid not provideinformationwhich couldbe usedto compen-
sate for the perceptualfactorsassociatedwith the wind.

In considerationof the perceptualFactorsinvolvedin controller
performance,it seemsunlikelythat the additionof any appreciableworkload
(in the form of more targets)would permit:positiveand accuratecontrol. One
of the most importantinfluenceson performanceis workload.It may be
measuredby the numberof targetsa controllerhas to dealwith at one time.
By currentstandardsin the currentATC system,wlth complicatingintersecting
and convergingroutes,a lightworkloadmight be fivetargets;a heavywork-
loadmight reachas high as 15 targets. In thisexperiment,which employed
only two targetsat one time, theworkloadwas minimalyet the variability
in performancewithwindwas high. Thiswas true in spiteof the fact that
the controllerhad enoughtimeto calculatetime-distancerelationshipsfor
the two targets. With more thantwo targets,it is not likelythat the con-
trollerwould be able to maintainthe mentalstrategiesof controlfoundin
thisexperiment.Furthermore,an increaseinworkloadthatwould reflecta
busy terminalareawouldmake accurateand successfulseparationbetween
aircraft,with timeas the separationcriterion,a most unlikelyoccurrence.
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Yet, innovations in ATCsystems, cockpit displays, and possible alterations
of the HLSconfiguration may alleviate someof the problems that faced
controllers in this simulation. Such improvementsmay allow conventional
radarATC usingthe MLS with a realworldworkload.
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TABLE1

Analysisof Variancefor Mean Separation
TimeBetweenAircraftTargetsat the

MAP

:. rc df MS Error Term F
d #

Order of presentation 1 18.15 D .03
of wind condition (A)

)ath Combination {B) 4 589.68 B X D 3.83 a

" _indcondition(C) 1 258.13 C X D .48

Subjects (D) 6 655.18

X B 4 46.23 B X D ,31

X C 1 200.66 C X D .37

3 X C 4 532.82 B X C X D 6.48 b

) X D 24 163.66

: X O 6 542.16

X B X C 4 63.02 B X C X D .77

3 X C X D 24 82.19

a
p <.05

b
p< .01
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TABLE2

• Analysisof Varianceof RangeAbout
Mean SeparationTimesbetweenAircraft

Targetsat the MAP

I

| j _ ,_ , , i i i =-

Source df MS ErrorTerm F
f e

Order of presentation l 68.45 D .07
of wind condition (A)

Path combination (B) 4 556.32 B X D .98

Wind condition (C) 1 L1,092.05 C X D 12,42a

Subjects (D) 6 929.25

A X B 4 451.45 B X D .80

A X C 1 344.45 C X D .39

B X C 4 551.g8 B XC X D 1.03

B X D 24 565.02

C X D 6 892.91

A X B X C 4 178.89 B X C X D .33

B X C X D 24 536.10 I'

a
p( .05

601

1979007417-580



TABLE3

Sumary of I_an Separation Ttms (in seconds)
between Aircraft Targets at the MAPby
Path Combination and Wtnd Condition

ii i _ t i J ill i

Wind condition

Path combination no-wind wtnd across no-wind/w|nd

# # # _ # # c

V-V 62.6 7!. 5 67.1

V-G 58. l 56.2 57. l
.i

V-A 59.1 4!.4 50.2

V-P 65.4 52.4 58.9 /t

V-!d 57.7 63.4 60.6

Acrossall path
combinations 60.6 57.0 58.8

_ ; ...... J • _. i i
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TABLE4 OF POORQUALIT_

Summaryof Average Ranges(in seconds) about Mean
Separation Times between Aircraft Targets at
the MAPby Path Combination and Wind

Condition

# t t

Wind condition

Path combination no-wlnd wind acros_no-wind/wind

! (

V-V lg.1 24.8 21.g

V-G 20.g 54.5 37.7

V-A 20.1 42.9 3!.5
_ V-P 24.0 45.1 34.6

V-R 14,1 48.8 31.4

Across all path
combinations 19.6 43.2 31.4

i .
t

i !
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FigureI.- MLSrouteconfigurationas seenon controller'sdisplay.
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• _ MEAN SEPARATION TIME

N "RANGE ABOUT MEAN " "
SEPARATION TIME
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PATH COMBINATION OF AIRCRAFT TARGET MOVEMENT

Figure2.- Meanseparationtimeand rangeaboutmean separationtimebetween
aircrafttargetsat the MAP by pathcombination.
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Figure3.- Averagerangeaboutmean separationtimebetweenaircrafttargets
at the MAPby path combination and wind condition.
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IN A DECXSIONMAnNa SITUATION_

By R. Wade Allen, Stephen H. Schwartz_

Anthony C. Stein and Jeffrey R. Hogge
I
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•. Hawthorne, California !

i

i
ABSTRAC_

j_

This paper reviews the results of driving simulator and in-vehicle field

test experiments of alcohol effects on driver risk taking. The objective was

to investigate changes in risk taking under alcoholic intoxication and relate

these changes to effects on traffic safety.

The experiments involved complex 1Omlnute driving scenarios requiring

decision making and steeri1_ and speed control throughout a series of typical

driving situations. Monetary rewards and penalties were employed to simulate

the real-world motivations inherent in driving. A full placebo experimental

design was employed, and measures related to traffic safety, driver/vehicle
+ performance and driver behavior were obtained.

Alcohol impairment was found to increase the rate of accidents and speed-
ing tickets. Behavioral measures showed these traffic safety effects to be

due to impaired psychomotor performance and perceptual distortions. Subjec-

tive estimates of risk failed to show any change in the drivers' willingness
to take risks when intoxicated.

_ODUCTION

Alcohol has been shown to be overrepresented in accident statistics

(Refs. I and 2). Recent surveys have subdivided accident causation into a

variety of factors including vehicle, environmental and driver factors

+ (Ref. 3). Driver beD_vior can be further subdivided roughly into percep-

tion, psychomotor skill and higher cognitive factors including decision
making. Alcohol effects on driver psychomotor skill in steering control

have been previously studied in some detail (Ref. 4)_ and the objective of
the work reported here was to investigate the alcohol impairment in driver
decision-making situations.

i This work was supported by the Office of Driving and Pedestrian Research,
National Highway Traffic Safety Administration, Department of Transportation.
The views expressed in this paper are those of the authors and do not neces-

sarily represent those of the National Highway Traffic Safety Administration.
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An important aspect of tbls research was to determine whether driver risk
taking changes with Blood Alcohol Concentration (BAC) and, further, to parti-
tion the changes in risk taking into changes in driver perception, psycho-
motor factors and the acce2tance of risk. These three factors combine to
determine performance in a decision-makingtask and_ singly or in combination,
give rise to performance that we ob_ectivel_ observe as risk taking. Take,
for examplet the situationwhere a driver has run a red light. This could be
due to the driver's having mispercelved his speed or the time interval of the ....
amber light; it could also be due to the fact that he took too long in making
a decision and thus his reaction time for accelerating or braking to a safe
stop was delayed; or the driver may merely have elected to accept the risk of
running a red light because he was motivated to minimize the delays caused by
stopping.

In previous research on driver risk taking, no consistent approach has 4

been used to differentiatebetween the various factors contributing to deci-
sion task performance. Several studies have measured driver risk taking,
which has been found to increase with BAC (blood alcohol concentration)
(Refs. 5-7). More recently, however_ it was found in a gap acceptance task
using significant rewards and penalties that intoxicated subjects did not
consciously accept greater risks (Ref. 8). Impaired psychomotor skill did i
result in degraded performance, however.

The inconsistency in past research has been in the definition and simula-
tion of driver risk taking, the analysis of all behavior components in risk i
taking, and the use of tangible risks. Based on a review of the literature_ I!
the following elements were felt to be essential to adequately determine the
effects of alcohol on driver decision making: I) division of driver behavior
into perceptual, psychomotor and cognitive components; 2) use of rewards and
penalties to simulate real-world risks (e.g., accidents, tickets, lost time);
3) use of tasks which simulate the temporal pressure of normal driving. The
experimentalmethods for accomplishing these goals are discussed below.

Approach

This research was accomplished in two separate experiments, the first a
simulator study and the second involving field Validation trials. The two
experimentswere designed to be as similar as possible in order to allow
direct comparison of results. The specific setup for each was as follows.

Simulation. The simulationwas configured to present a plausible driving
scenario, requiring both steering and speed control in driving decision-
making situations. The functional details of the simulation have been des-
cribed previously (Ref. 9). Basically, the simulator consisted of an actual
car cab and controls with a two lane roadway drawn on a 0.25 x 0.32 m



- ¢

"l
I

(10" x 12")@ CRT mounted on the cab cowl 0.76 m (30 in.) in front of the
driver as illustrated in Fig. I. Equations of motion for the car steering
and speed control were solved on an analog computer, which generated car
heading angle, lateral position, and forward speed in response to steering
wheel, accelerator and brake commands. The car motion variables drove
special purpose electronic circuits which generated a dashed line two lane
roadway [3.65 m (12 ft) lane width] with 0.76 m (2.5 ft) shoulders. The
roadway was presented in correct perspective, but reduced scale (roughly
two-thirds) in order to fit on the CRT and yet subtend a 22 degree percep-
tual field of view.

• Driving events were controlledby a paper tape programmer at a rate pro-
portional to forward speed. From a cross section of the many typical driving
decision-making situations three events were selected that could be easily
implemented in a laboratory simulation. The functional details of each event
and related measurements are described further on.

Field Validation. This study was conducted in an instrumented vehicle
described elsewhere (Ref. 10). Special equipment was added to allow the car
to interact with the test course. A photo detector mounted on the vehicle
sensed reflective strips on the test course and triggered a programmer which
controlled event sequences in the field course driving scenario. Instrumen-
tation was also added to allow experimenter feedback in scenario conditions

I and subject progress. Details of the field setup are illustrated in Fig. 2.

D_ivlns Tasks and Measurements

I The driving scenario was designed to allow implementationboth in the J
| simulator and on the field course. A variety of events were considered, and

events that could be conveniently mechanized were selected for each experi-
! ment as indicated in Table I (Ref. 11). A signal light situation was selected
i as a classical single stage decision event. Vehicle control in a curve was

selected to investigate the large number of single vehicle loss of control

accidents that occur with alcohol involvement (Ref. The remaining12).

i situations selected fromTable I involve divided attention, a driver behav-
i ior factor which has been shown to be sensitive to alcohol impairment (Ref.

13). Details of the driving tasks and overall scenario were as follows.
7•

Signal Light. A model signal light was mounted directly above the hori-

zon of the roadway display in the simulator (Fig. la), and an actual signal
light was set up on the test course in the field validation study (Fig. 2a).
Signal timing was controlled as a function of car speed and distance from the

Ill intersection in order to control the time-to-go to the intersection. Several
timing conditions were used ranging from a sure stop to a sure go. Details

! of the signal timing and task kinematics have been presented elsewhere (Ref.

11).

*Customary units were used for the measurements and calculations of this
study. !

i
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Figure 2. Equipment Setup for the Field Validation Study
J



I

#

i TABLE I. DRIVING DECISION-MAKINGSITUATIONS
i i i i i i| i ,, , ,, i ill

DECISION SELECTED TASKS

CLASS BASIC TYPE SPECIFIC SITUATIONS "SIMULATION!IN-VEHICLE
lil!i llj ] i ii in i il i i !

Traffic • Signal light X X
Control

; • Course navigation X

Singl_• Stage Unexpected • Car, pedestrian, object
Threats unexpectedly enters X

roadway

• Object in/on roadws_7

, Sequential Maneuvers • Speed and steering X X
control in a curve

• Lane changing a_d
merging

• Road entry and merging

• Over +" ng and passing

The perceptual requirements of this task were to estimate car speed and
distance to the intersectionwhich the driver then uses to determine the
probability of making the light. Driver perception is based on motion of
the dashed lines and the intersection, auditory feedback of car speed, and
position of the intersectionwhen tl_elight changes from green to amber.
The driver does not separately ostlmate speed and distance, but makes a
"Gestalt" estimate of the chance of entering the intersection before the
light turns red. The amber light interval was held constant at 3 seconds
which is typical of urban signal tia_.ng.

• Driver signal timing perception was measured by having the subjects
verbally report their chance of failing to make a given signal situation
immediately after passing through the intersection• Failure was defined as
entering the intersection after the light had turned red. This aaounts to

! measurement of a subjectiveprobability in decision theory context, and care
was taken to insure that these estimates were unbiased by task performance

i (Ref. 11) Psychomotor performance was measured in terms of brake reactioni •

i times in the situations where the driver stopped.
!

! Curve. The curved portion of the simulation and field test driving.i -----
I scenarios (Figs. Ic and 2a, respectively) required specific steering and

speed control in order to _vo_d loss of control. Tire forces were limited
in the simulator equations of motion such that peak curvatures could not
be negotiated at speeds greater than about 49 km/h (28 mph) although the
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scenario legal speed limit was set at 72 km/h (45 mph). Also 40 km/h (2_ mph)
speed advisory signs were displayed to the simulator drivers in advance of
the curves.

In the field test a special circuit was set to activate an alarm at
greater than 0.5 g lateral acceleration in order to simulate a loss of
control accident. The car was capable of 0.7-0.8 g turns but actual loss
of control had to be avoided for safety reasons. The field course speed •....
limit was _0 km/h (25 mph) and the curve radii were such as to require
significantlylower speeds in order to avoid exceeding the imposed g limit.

The critical perceptual task in the curve situation was speed judgment.
Speed was represented by visual field motion and auditory feedback, as in }

the signal event, plus quantitativereadout on the speedometer. Use of thespeedometer is more appropriate here than for the signal event because of
the quantitativenature of the curve limit speed and a lower time pressure
on perception and psychomotor action Perception in this task was again *
measured by driver-reported subjective probability of crashing which was
solicited directly after curve exit. Speed at peak curvaturewas obtained I
as an objectivemeasure of risk, i.e , the higher the speed, the greater "'.• i

the risk. Comparison of subjective risk estimates with speed then gives a i
measure of driver risk perception in the curve situation. _ ._

Divided Attention. In the simulator the divided attention situation !involved obstacle avoidance. This task consisted of a circular object at

th_ right side of the displayed roadway which sometimes remained stationary /I
at the side of the road or, more frequently,moved laterally into the sub- _
ject's (right) lane (Fig. Ib), requiring either stopping or steering avoid- _ 1
ance. The subject also had to contend with adjacent cars in the left lane .|
which were simulated by a projected slide viewed in the side view mirror 'I

(Ref. 9). Changing lanes in the presence of an adjacent car led to a crash
, as simulated by a buzzer and display jitter. Crashes also resulted from

_ striking the obstacle or running off the road shoulder.

! The obstacle avoidance task was a conflict situation. The subject was

i! encouraged by a time reward to continue going if possible, but was penalized ,
for crashing as described further on. This tas_ primarily provided a measure
of the driver's visual monitoring and steering control. Comments were solic-
ited from subjects on monitoring behavior in the event of an adjacent crash.

Mechanization of the obstacle avoidance task was deemed too difficult
for the field study so a simple route guidance task was substituted. A dash-
board mounted indicator_as used to direct the subject either le_, right or
straight after he had passed the signal light intersection. The course lay-
out and timing were such that the route decision was made under a reasonable
amount of time pressure.

615

1979007417-893



I _£vin6 flcenau,J.o and ltowau_hnat3.t¥ fltruot_e
Each run in the simulator and field tests consisted of an approximately

15 minute drive which included a pseudo-random sequence of the above tasks.
Program starting points were varied and counterbalancedbetween subjects in
order to avoid learning the event sequences. Circuits for detecting red
light and speeding violations were activated at approximately30 percent of
the events to simulate occasional police surveillance.

Audio alarms were activated when violations were detected, and when the
lateral g limit for loss of control was exceeded in the field test. A crash
buzzer was activated in the simulator when subjects exceeded the road
shoulder limits, or ran into obstacles or adjacent cars. Accidents in the
field test ,_erefurther defined by striking the tires and cones used to
define the edge of the course (Fig. 2a). Thus subjects were given complete
feedback on traffic safety related variables (accidents and tickets) as
they woula in the real world. In addition the number of accidents and
tickets were used as traffic safety measures on the overall driving scenario
and were also accounted for in the reward/penalty structure as described
below.

Subjects were instructedto behave as they normally would in a driving
situation with a reasonablemotivation for timely progress while avoiding
traffic violations and accidents. In addition_ the monetary reward/penalty
structure given in Table 2 was used to simulate real-world driving motiva-
tions and risks (Ref. 14), and provide a quantitative value structure for
expected value modeling of decision-maklngbehavior (Ref. 15). 'Abeoverall

TABLE 2. R_ARD/PENAIEY STRUCTURE FOR SIMULATING
REAL-WORLD MOTIVATION8 IN DRI_

.......... J

LAB FIELD
COMPONENT 8I_UJIATION VALIDATION

!

Run completionbonus $I0 $I0

Time saved re_ard $2/min $2/mln

Low ticket penalty group $1/ticket $1/ticket

High ticket penalty group $2/ticket $_/ticket

Accident penalty $2/crash $2/crash

Route error p_ty --- $O._O/error
i .... ,m

t
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scaling of the structure was made large enough to be meaningful and compara-
ble to the subjects' hourly wages. The run completion bonus was included to
insure subjects completing each run, _nd the time saved reward was set to
encourage the subjects to make timely _A,ogress on the drives and not become
excessively cautious. Penalties were assessed for tickets, accidents and
route errors (traffic safety factors). Ticket penalties are one factor that
can be manipulated in the real-world (i.e., traffic court fines) and a be-
tween group comparisonwas included for two levels of this variable. Results
of the simulator study showed no significant differences between the $I and
$2 penalty groups so the high ticket penalty was increased to $4 for the
field experiment. Results on the)ticket penalty variation are fully dis-
cussed in Ref. I_.

Design, _eatments and Procedures

Subjects were selected from the male licensed driving population through
a newspaper ad and screened to insure heavy drinking tendencies (defined as
the capability for reaching a peak BAC of 0.15). Based on age and scores on
a hostility test (Ref, 16) and betting test (Ref. 17), subjects were matched
and divided into the two penalty grou_s. DuA'ingtraining sessions subjects
were given several one-half hour exposures to the simulated driving scenarios
and reward/penalty structure in order to minimize learning effects during the
formal data sessions.

The experimental design shown in Fig. 3 was completed by 12 subjects in
the simulator experimentand at a later date by a different group of I_ sub-
jects in the field tests. Session order was counterbalancedbetween subjects.
Performancewas measured in four separate runs during sessions of nominally
eight hours in length. During alcohol days r,_nswere administered at sober,
ascending, peak and descending levels of Blo_ Alcohol Concentration (BAC)
in the simulator tests. The ascending BAC runs were subsequently dropped in
the field tests based on minimal differences in simulator performance levels
on the ascending and descending portions of the BAC curve. During placebo

days runs were administered at roughly the same times as on the alcohol days.
Thus subjects served as their own controls for _icohol effects, and penalty

i structure was between 8_o_ ef£ect.

t Actual times ar_ blood alcohol levels are illustrated in Fig. _. l_tC
was measured with a gas chromatographbreath analy_er. Placebo drinks were
made by fleatiug a smell amount of liquor on top of mixer. Subjects were
allowed to select their own mixed drinks in order to maximize subject morale_
however, cembinatior_which would net allow credible placebos were tactfully
avoided. Alcohol was administeredproportional to body weight in three drinks.

The facility layout and personnel assignments were designed to maintain
subject motivation and experimentalefficiency. Recreational areas were set
up _dJacent to the simulator and included a bar, breath test area, lounge and
dining area, and a restroom. This provided a relaxing atmosphere for the

617

w

1979007417-595



Laborotory 81mulotfon :

t
i

IS

Tl©ko,,..._._t i i

Pgnall_

Gro._ $ !

Tfiqll: BaNItml AKomlin_ Peak i_sceMIng t_Y
BAC : O. ,lO ,14 ,10

A,IC,oI_ol,TroMmon!

frigid Vot/dotlc_ TGSt:

$4
TlckI..._I

_,o.___p$ I

TRIM: BgUllne F_ak Des¢eMMg
BA¢ : 0 .14 .10

Alcohol TreolmenlLU ........ n _

Figure 3. E_._ri_e_tal T_st_

._o ['.AC ['.c

Nominal• .,,,.°.,,/ .L"°""°'A.,,-,.."
oL_a _. _! _.___L ;_ A__!_I __, _L

--800 I000 1200 1400 1600 1800 "1000-1200 1400 1600 1800
Time (hrs) Time (hrs)

o) Lob $1mulotton b) Field lest

Figure h. Alcohol Tre_tmnt Procedure Su._ary

618

I,. .......................... ".........-"- 17 59i

....."--,.................... ............................ 19790074 -



subjects between experimentaltrials and isolatedthem from laboratory acti-
vity other than when they were being tested.

P_ESUI_SAIO DISCUSSION

Overall Performance

Performance measures accumulated over the whol_ driving scenario are
plotted in Fig. 5_ which show excellent agreement between the simulation
and field test experiments. The total payoff per run gives an overall
combin_doperformance measure of the reward/penalty structure components.
Average payoff was appreciablyaffected by BAC as illustrated in Fig. _a.
Sober subjects were making an average $12.50 per run, which dropped to $5
at the peak BAC condition. Ana]jsis of variance procedures (ANOV) proved
these results to be reliable (P < 0.01), but showed no significant differ-
ence between the two ticket penalty groups. The payoff levels were quite
substantial, as the average sober subject made roughl_ $30-_0 during his
placebo session_ and subject comments indicated these payoff levels moti-
vated performance.

Componentmeasures of the reward/penalty structure are also given in
Fig. 5. Average driving time to complete the driving scenario (Fig. 5b)
was remarkably insensitive to BAC_ while speeding tickets and accidents
were appreciably elevated with BAC (Figs. _c and _d). Since driving com-
pletion time was constant, the increased incidence of speeding tickets with
BAC implies increased speed variability. Subjects were well aware of the
speed limit end speeding penalty, and feedback of speed was available both
visually _d aurally. Thus, increased speed variability suggests decrements
in perception and/or speedometermonitoring.

Considering a speed versus accuracy paradigm, it is apparent here that
these subjects maintained average speed levels (and thus average rate of
event occurrence) u_er alcohol impairment at the expense of accuracy
(increased tickets and accide_ts). Thus risk taking increased withBAC,
but the question remains as to whether the drivers were aware of the in-
creased risk and thus were willingly accepting greater risk.

The simulator driving scenario provided for three types of accident
exposure, and these accident results are plotted in Fig. 6. Crashes on
the curve resulted from excessive speed and/or poor steering control and
were the most prevalent accident. The adjacent car crashes arose from the
driver not monitoring his rearview mirror when he decided to steer around
the obstacle (subject reported). This result is consistentwith previously
reported monitoring failures in drivi2_ situations (Ref. 4). Observations
during the experiment indicated that obstacle crashes occurred either because
the driver took too long to decide to stop and then hit the obstacle, or
tried to _teer around and clipped it from the side.

!
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OF POOR QUALITY

i -e- Curve Crashes

(excessive speed/ loss of control)

1.5 - --dk- Adjacent Car Crashes
(monitoring faiiure)

Average --I-- Obstacle Crashes
Numberof (late decision ond/Gr poor steering control)
Crashes 1.0 - Filled- Alcohol
Pe_ Empty- Placebo

Subject

•5 D "_

0

Placebo Trial I 2 :5 4

Alcohol Trial Sober Ascending Peak Descending
i BAC 0.0 0.10 0.14 0.10

;(

Figure 6. SimulatorCurve, Adjacent Car and

Obstacle Crash Results

The relative increase in experimentalaccident rate with BAC is compared
with real-world data (Ref. 18) as shown in Fig. 7. Although there is some
difference between the two experiments reported here (primarily due to dif-

ferent placebo accident rates), the data are still consistent with epidemio-
logical statistics. The knee of the experimental data occurs in the region
of 0.10 BAC and the data bracket the real-world rates. This data thus lend
credibilityto alcohol sensitivity of our simulated driving scenarios.

Signal Light Behavior 1

The probability of going on a given signal timing condition and the
driver's estimate of failure (i.e., running the red light) are plotted in
Fig. 8. There were 5 signal timings randomly distributed throughout the
scenario_ and the amber light timing was set to change the light when the
driver was 3.A seconds from the intersection (traCeling at constant speed)
in the simulator and 4.2 seconds in the field test for the data illustrated.
The amber light interval was only 3 seconds long so the subjects would invari-
ably run the red light under these conditions if they decided to go. There
was some probability of going under this condition, however, which increased !_i_
under alcohol. _,
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Figure 7. Comparison of Experimental Accidents

With Real World Data (after Hurst, Ref. 18)
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The drivers' subjective estimates of failure given that they decided to

go, SP(F/O), are consistent with the probability of going. In the simulation
experiment variability in the estimates increased with PAC. If we hypothe-

size a risk acceptance threshold for going I we see that the increased varia-
bility leads to an increased probability of going. In the field test a

combination of increased variability and lower mean estimate of risk led to

increased probability of going.

The subjects' failure probability estimates were obtained as soon as

.. possible after passing through the intersection on randomly selected events

where the subject did not receive a ticket (the police circuit was activated
only 30 percent of the time). In order to check for performance biasing

(probability estimates influenced by events after the decision point), a
separate set of runs were conducted in the simulation where the whole road-

way display and signal light were blanked at the end of the amber light
interval. The estimates were no different under these circumstances than

when the task was carried to completion. These results indicate that the

failure estimates were a reflection of the drivers' perception or "Gestalt"

of the time distance relationship existing at the appearance of the amber

light and the decision point. These points and a complete decision theory

analysis of the signal light behavior is given elsewhere (Ref. 15).

Brake response time on the signal light task was used as a measure of

signal task psychomotor behavior. The results in Fig. 9 show no effect of

alcohol on either the mean or variability in response time.

1.5 "

Brake

Response Field

I.O-
Iw

Brake

Response
Time I.( - Simulator

(sac)

i ,, ,I ..... I , , I
Placebo Trial I 2 3 4

Alcohol Trial Sober Ascending Peak Descending

Figure 9. Alcohol Effects on Brake Response Time
in the Signal Light Task
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Curve Behavior

Drivers had to carefully control speed on the curves to avoid loss of
control. As illustrated in Fig. 10, drivers did maintain safe speeds on the

average with no significant effect due to _AC level. However, speed varia-

bility between curves (computed across several repeat curves/run-/subject)
did significantly increase under peak R_C. ANOV procedures showed this

effect to be significant at the 0.05 level. By taking into account the

I speed mean and standard deviation values and assuming a normal distribution,we can compute the probability of exceeding the critical curve speed, which

i _ should equal the probability of crashing. In Fig. 11 computed and measured

i crashed probabilities for the simulator data are compared. The computedprobabilities show an increase in the region of peak BAC, but are generally

lower than the data by 30 percent. In the field test the mean and varia-
bility does not explain the increase in accident rate (field accidents were

primarily due to g l_Anit exceedences in the curves). However, experimenters

noted that g exceedence often occurred with steering corrections. Steering

actions by the driver can exceed the g limit at speeds below the critical

speed. In the linear region of tire force characteristics, lateral accelera-

tion for a neutral steer car can be expressed approximately as a function of

the car's speed (Uo), wheelbase (a + b), and front wheel steer angle, 8w:

U2o
= a +b

The driver could enter a curve and establish safe steady-state conditions

i: (i .e., constant Uo and 5w), then provide steering corrections which command
lateral accelerations beyond the acceleration limit according to the above.

i As noted, the higher the speed (Uo) , the less additionalsteering angle can
be tolerated before the tires reach their acceleration limit. Errors in

this mode might result from the driver not establishing a large enough steer-

ing angle at the beginning of the curve, then having to make a correction in
' mldcourse which is beyond the acceleration limits of the tires.

Subjective estimates of risk or 'crash' probability were obtained in
both studies at the end of selected curves. No effect of alcohol was noted

on these estimates. Thus in spite of the increased accident rate under

alcohol which was primarily due to loss of control on curves, drivers did
not exhibit any perception of the elevated risk.
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Figure 10. Mean and Variability of Speed on Curves
in the Simulator and Field Driving Scenarios
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Figure 11. Comparison of Actual and Computed Curve Crash Probabilities
for the Simulator Driving Scenario

SU_K_RY AND CONCLUDING RD_RKS I
t !

Overall performance on the driving scenario, as measured by accumulated

payoff according to a reward/penalty structure,was appreciably degraded by {
BAC (blood alcohol concentration). Penalties due to accidents and speeding :I
tickets increased with BAC and were primarily responsible for the decline
in payoff.

Increased speed variability under alcohol was responsible for the in-
crease in speeding tickets and curve accidents. On the average drivers did
not perceive the increased hazard of the curve task with alcohol impairment
as indicated by subjective estimates of risk; however, speed variability did
increase, probably due to impaired perception of speed. Similarly, going
behavior on the signal task increased under alcohol due to an increase in
the variabilit_ of risk perception.

The above changes in speed variability and signal risk perception with
increased BAC imply perceptual impairment unknown to the drivers. Alcohol
increased perceptual variability which increased the driver's risk exposure.
However, the mean level of subjective risk estimateswas unchanged with
alcohol in this experiment,which indicates the subjects were not aware of

i their increased risk expusure. The incidence of tickets and accidents under
alcohol, although increased,was still a low probability event (roughly I .9
and I incident per subject per run, respectively,at the peak BAC level).
Although degraded psychomotor skill and perception combined to increase the
changes of violations and accidents under alcohol, the subjects were not

aware of these changes in risk.
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ABSTRACT

A decision model includingperceptual noise or inconsistency is developed
from expected value theory to explain driver stop and go decisions at signaled
intersections. The model is applied to behavior in e car simulation and instru-
mented vehicle. Objective and subjective changes in driver decision making _.
were measured with chan_es in blood alcohol concentration (BAC). Treatment 4
levels averaged 0.00, 0.10 and 0.I_ BAC for a total of 26 male subjects. D_ta
were taken for drivers approaching signal lights at three timing configura- i
tions. The correlation between model predictions and behavior was highly /I
significant. In contrast to previous research, analysis indicates that
increased BAC results in increasedperceptual inconsistency,which is the
primary cause of increased risk taking at low probability of success signal
lights.

]]TROD[_'_XON

One of the motivations for developing the driver decision model described
here was to measure and analyze the behavior of alcohol-iml0aired drivers. We

desired to separate risk taking into coemonents of risk _ and accept-
• ance. If a driver takes i-no,easedrisks, is it because _ed the--_
i an-_'decided to accept it or because he does not perceive the increased risk?

Expected value theory provides a s_mple construct for making this distinction
i and has been aI_iied in the past to describe impaired driver behavior, (Refer-

ences I, 2, and _).

Here we al_lY a Subjective _xpected Value (8EV) model to explain driver
stopping and going behavior at signaled intersections. Perceptual noise is

i included to reflect one ty_e of driver inconsistency in the decision-making
i process (Reference 3). The model is al_pliedto data collected as pert of an
i automobile simulator stu_/ involving a typical drive-home scenario. Although

measures were taken throughout the scenario on several tasks, we concentrate
'_ here on signal light behavior. We briefl_ present the decision model, the

ezperimental results, and our analysis and interpretationin view of previous
studies.
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The model was derived to guide experimental design and measurement, The
expected value approach i_ not new; however, the inclusion o_ perceptual noise
as applied to signal light behavior is original. The basic scenario is a sig-
nal light at an intersectionwhich has changed from green to amber and will
change to red in 3 seconds. Based on his _erception of speed and distance the
driver must then decide whether to stop or go. The kinelaaticsfor this task
have been described previously, Reference h. Here we briefly derive an appro-
priate decision model subject to several assunptions.

We begin by simplifying what is actually a complex decision task, Refer-
ence 11, in a simple two-alternativesituation. Conceptuallywe are assuming
this decision process takes place in parallel with the driver's continuous
speed control behavior as illustrated in Figure I. Perceptions of vehicle '

• _ _ J . L zl . _

DRIVER V.,cep,m ,i,_
. - ($ttmet_ Teklng

NOh;e Blot

T T Oecls_ Idaklng _,_. O_erved

VeloCity,UeI t--.--,--..I
Pgrcepiioar_ Conlro| _v

Figure I. Signal Light Risk Acceptance Model

_ velocity and distance to the signal at the time the light changes to amber are

i used to forms subjective estimate of the probabilities of success and failure
i ! for the various alternatives. As indicated in the figure and discussed _r-

ther below, these subjective probabilities are 6tochastlc in nature. They
are weighted _Ith a_ropriate utilitlee or values and the driver selects the

i alternative with the highest expected value. We define 8ubJectlve Expected

Valuec (8BVs) tor the two alterna_ivee, go or s_o_p,respectively: i

s v(stop) . se( s6/stop)v(./sto) +sP( iz/so)v( il/St) (,)

ssv(0o). sP( sslGo)v(  s/oo)+
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where SP(.) and V(.) are conditional subjective probabilities and values,

respectively. From these equations and the several other simplifying assump-

tions, we can express the probability tha_ a driver will attempt to go through

the signal light. Further simpliTying notation so that F = Fail a_d G = Go,
the probability of Going is:

P(G) = ff f[SP(F/G),SP(F/S]_P(F/G)_P(F/S) (3)
Region

where the region is defined by:

P(G) = PESEV(G) _ S_V(S)] (_)

With the assumptions listed in Table I, it can be shown (see Reference 6

for derivation) that the P(G) is the Gaussian integral:

( 2°_P(F/G)

! i• TABLE I. SOME MODEL ASSUMPTIONS

I I. Operator selec_ decision alternative with largest subjective ,__. expected value. Values reflect utilities and are constant. _,

2. 8ubJectlve probabilities are mutually exclusive and exhaustive.

! 3. Subjective probabilities are Gaussian random variables in the

region of interest, i

4. Increased SP(F/G) decreases P(G), i.e., the values discourageI, go-failures.

i 5. The verbal estimates of SP(F/G) linearly reflect subjective 1
perception.

! 6. The threshold value of SP(F/G)_ below which the operator selects i'the go alternative is SPc(F/G ).

= F/G) where P(G) = 0.5
}'

i • is a constant as compared w_th being a random variable i

7. sP(F/s)=.o.
t

,<
:i1

7
2

--, l m li ill |
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A typical example of these concepts is illustrated in Figure 2. Repeated
observations for a given situation, e.g., signals with the same time to the
intersection,result in a distribution of subjective estimates illustrated by
the top probability density curve. Assuming a cutoff subjective probability,
SPc(F/G), as illustrated,the area under the density curve and to the left of
the criterion is P(G). This is illustrated in the bottom of Figure 2, where
the relationship of P(G) as a function of the average subjective estimate,
S-P(F/G),is illustrated. The slope of this relationship is determined by the -
variability of the subjective estimates, aSp. Note that the effect of increas-
ing the variance of the subjective estimates is to increase P(G) for the case
illustrated. Also shown is the consequence of a change in the driver's risk
acceptance, SPc(F/G).

SIP¢(F/G)

:oI ,
1.0 L Ideal Expected

_t,_ J'31 Value Behavior

P(G) .._ Typical Risk

I Acceptance Function
I

.5
I IncreasedNoise,O-sp

Decreose-_ _./ (inconsistency)

Risk +.
Acceptance,_ :

• I !

O0 SP¢IF/@) "* !_(_/GI I =.oI
!
!
!
I
I

I _ J Iv 4, ,

2.0 3.0 4,0
Time (see) to the Intersection

Figure 2. Typical Relationship Between Probability of Going, P(G),
Subjective Probabilitiesof Fail Given a Go, SP(F/G),

and Signal Timing
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A useful empirical relationship is also apparent in Figure 2. Evaluation

of Eq. 5 for the condition SPc(F/G ) = _(F/G) results in P(G) = 0.5. Thus, the
subjective cutoff SPc(F/G ) can be determined empirically from objective behav-

ior probabilities by selecting the value of S'P(F/G) at P(G) = 0.5.

The signal light task was simulated in both a fixed-base simulator and

instrumented vehicle on a closed course as described in the companion paper

(see Beference 14). The signal light timing was controlled similarly in
both simulation and field studies. When the vehicle approached the inter-
section, the signal light initially turned green. At a random-appearing

time later, the signal turned amber. This time was controlled by a circuit

which compensated _'orcar speed such that the time interval to the inter-

section was the same for a given intersection type, regardless of the approach

speed, if the driver maintained that speed. The amber light interval was

fixed at 3 seconds, following which the light turned red. Thus, the proba-
bility for successfully making a light was controlled without placing an arti-

ficial speed restriction on the subject. Five signal timings were automaticlly

commanded. One was set to require a sure stop (early yellow) and another a
sure go (long green). The remaining three timings ranged from a probable stop

to a probable go. The times to the intersection from the amber light typically

ranged from 2.0 to 3.5 seconds. (The kinematics of stopping or going for these

timings are discussed more fully in Reference 4.)

The subjects were instructed to behave as they normally would in a driving

situation with a reasonable motivation for timely progress and a desire to

avoid tickets and accidents. Also, a monetary incentive structure was pro-
vided as a tangible and quantifiable motivation for performance (see Refer-

enceI_).

Subjects were trained until objective performance and subjective estimates

were consistent in the view of the experimenter. Subjective estimate train- i

ing began with a short tutorial written exam used as a basis for discussion

of the concepts of probabilities. Following this, each subject received two i
to three hours of practice driving in half-hour sessions spread over two days.

Feedback on performance and subjective estimates was given throughout these
I training trials.

Subjects completed trials on each of two days. During an alcohol day,

the trials corresponded to an across-subject average blood alcohol concentra- !_
tion (BAC) of O.00 (baseline), O.10 (ascending ---when measured), O.14 (peak),
and 0.10 (descending). During the placebo day, the trials were given at _*
approximately the same time of the day as for the above trials. The day order

was counterbalanced among subjects. '!_

f,

Objective and subjective measures were taken, and the number of stop and
go decisions was recorded. The number of failures and successes for each _

decision was detected automatically and recorded irrespective of whether or !

t _ 635 _
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not the driver received a ticket. Corresponding subjective estimates were
recorded during the run. Subjects were asked to give their estimate of fail-
ure on a scale of 0 to 100 percent immediately following randomly selected
intersections. Nominally, six of each type of intersectionwere selected.
Intersections for which the driver received a ticket were ignored. (A tacit
assumption in using subjective estimates received after the execution of the
signal task is that the subjective probabilities were unbiased by performance
outcomes as perceived by the subject. To test this assumption, a parallel
simulation experiment used selected intersectionswhere the visual scene was
blanked out immediately following the driver's commitment to a decision and
prior to going through the intersection. Thus the driver received no feedback
on his performance for these selected intersections. These results were simi-
lar to the "after the fact" estimates.)

P_SUI_S

The data were examined for each intersection independently over the eight
trial conditions (four trials per session for placebo and alcohol sessions).
Both objective and subjective data were analyzed to differentiate between
changes in risk acceptance vs. risk perception.

In Figure 3 the objective probabilities of going, P(G), and failing
given a go, P(F/G), for both the simulation and field test are compared to
determine driver risk-taking behavior. The probabilities were computed by
dividing the total number of outcomes by the total number of opportunities
(e.go, P(F/G) = Number of go failures/Numberof go's). For example, Inter-
section 2 in the simulation resulted in the subjects always going, P(G) = I,
and the timing was such as to preclude go failures, P(F/G) = O. The timing was
aiso adequate on Intersection 3 to allow safe go's; however, in this case the

Ii drivers did not always i.e., P(G) & 0.75. This behavior was not sensi-
go,

tire to alcohol, and the subjects appear to have been behaving conservatively
on Intersection 3. Subjects did not go very frequently on Intersection _ and
had a high failure rate when they did. There is an indication of increased
go behavior under alcohol for Intersection 4. This is also apparent for all
the intersections in the field test.

Part of the reason for this increased going behavior on some intersection
timing in spite of increased failures is illustrated in Figure 4. Here we
note that the variability of the subjective risk perception, asp, increases
although the average perception of risk, 8-P(F/G),remains relatively constant.
Considering a typical switching criterion, as shown in Figure &, we see that
the increased variability of risk perception with increased alcohol leads to
a greater percentage of subjective estimates below this criterion. The justi-
fication for this interpretationwas validated via statistical analysis of
parameters for the proposed model.
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Intersection 70 Stoo
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. _f Switching
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5

I I I I
PlaceboTrial I 2 S 4

AlcoholTrial Sober Ascending Peak Descending

Figure 4. Changes in Subjective Estimates of the Probability
of Failure Given a Go Attempt, SP(F/G) with BAC Condition

The decision-makingmodel discussed above was used to analyze driver risk
acceptance behavior. This was accomplished in three steps. First, driver
risk acceptance thresholds, SPc(F/G), wer_ computed for each experimental
treatment. Then the threshold data were analyzed to investigate changes under
intoxication. Finally, the various risk perception data were combined accord-
ing to Eq. _ and resulting computed or estimated values of the probability of
going, P(G), were compared with actual P(G) data to establish model validity.

Risk acceptance thresholds were computed for each subject and each run
by curve fitting a risk acceptance function (Figure _) to P(G) and _(F/G)
data for the three intersectiontimi_g conditions. A trigonometric function
was used to describe the risk acceptance function:

1 __r_ ._ '_ SPc (F/G)P(G): _ I + _,,c_.-_.,_,,)- ] (6)
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By rearranging this formula we obtain a relationship which can be used for
a linear regression fit:

a_i(F/G ) - aSPo(F/G) = sin"1[_pi(G) - I] (7)

The data input for this regression fit is the mean subjective probability of
failure and probability of going for each intersection. The derived values
are then a and the risk acceptance threshold SPc(F/G). The parameter a des-

cribes the slope at the midpoint of the risk acceptance and is inversely pro-
_ortional to the risk perception variability asp.

i The SPc(F/G) were computed and analyzed with no indication of alcohol
i effects on driver risk acceptance. The _Pc and SP(F/G) data were then used

to compute probability of go estimates, P(G), according to Eq. 9. These
compare favorably as shown in Figure 6. Analysis of covarianceprocedures
were employed to compare the actual and estimated values of P(G). The F
ratios indicated that P(G) was highly correlated with the computed estimate
_(G), Reference 6.

These results suggest that the alcohol effects on the drivers' subjective
risk perception, both SP(F/G) and _SP, are responsible for drivers increased
going behavior while intoxicated. They also validate the usefulness of the
model in analyzing that behavior.

There are other possible interpretationsof these results. An intuitive
one is that the variations in subjective estimates are due to variations in

I the time of the decision and not to variations in perception for a given time

p and distance relation. However, a preliminary analysis of the time histories
for several of the subjects indicated that the response times did not change
significantlyunder alcohol, Reference 7. In addition, there are other models
which could be applied to the observed signal light behavior. A potentially
fruitful approach is the signal detection model as developed byGreen and Swets,
Reference 8, expanded for application to man/vehicle problems by Curry, et al.,
Reference 9, and applied to the lane change maneuver by Cohen and Ferrell,
Reference 10. Other types of criteria suggested in this work, such as likeli-
hood ratio threshold and Newman-Pearson strategy, may be applicable. However,
it is apparent from Figure 6 that the additional refining assumptions used in
these models may not be necessary for interpreting the major effects of alcohol
on decision behavior.

While increasing frequency of driving decision errors with increased
BAC has been found by other researchers, the interpretationof which behavior
component is primarily responsible for this increase has been inconsistent.
Comparison between studies is confounded becau,e of differences in tasks,
reward and penalty conditions, alcohol treatmentmethods, and analytical
approaches. However, the results can be interpretedand compared as follows.
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In agreement with our results, four of the five other studies commented
on here found increased risk taking with increased alcohol intake. Cohen,
Dearnaley, and Hansel, Reference I, in evaluating bus drivers' willingness to
drive through a cone-delineatedgap found the n1_ber of attempts increased
with alcohol intake. Lewis and Sarlanis, Reference 11, using a simulated traf-
fic signal, found the number of go responses significantly increased under
alcohol. Light and Keiper, Reference 12, also found an increased number of
attempted passes in a simulated overtaking and passing task. Finally, Elling-
stad, McFarling, and Struckman, Reference 13, in evaluating lserformanceon
laboratory analogs of automotive passing tasks with multiple discriminant

-. analysis, found the discriminant "riskiness/indecisiveness"increased with
alcohol. This discriminantincluded a positive loading on passing attempts.
The only exception to this trend was presented by Snapper and Edwards, Refer-
ence 2, who found no significant change with Ea.Cin the number of attempted

i lane changes through a given gap size on their closed course.

i The interpretationof these data as resulting from changes in psychomotor
skill, perceptual ability, or cognitive risk acceptance varies between authors.
Re-analysis is difficult because only two of these studies took sufficient
measures to delineate changes in decision strategies. Cohen, et al., Refer-
ence I, asked the bus drivers to indicate levels of confidence expressed as
the number of times out of five the driver thought he could succeed in driving
through the different size gaps. The estimates did not change significantly
on the average for the narrowest accepted gap; however, the accepted gap size
decreased with increased alcohol intake. Therefore, he assumed "If the diffi-
culty of the task remained unchanged, they became more optimistic and attached
a higher subjectiveprobability to the task." The variances in the estimates
were not reported. Cohen concluded that the primary effects of alcohol were
to decrease psychomotor skill and deteriorate "judgment,"where we interpret
judgment to include mean perception. Snapper and Edwards, on the other hand,
asked their subjects for subjective probabilities and found no significant
change in the mean for a given gap size. As they found no change in the mean

i subjective estimates and no increased risk taking, but with increased failures
in execution, they concluded that the primary effect of increasing BAC was

I degraded psychomotor skill. Again, no data on the effects of BAC on the consis-
tency or variability of the subjective probabilities were presented.

By comparison,our findings agree with most of these results but not with
the authors' interpretations. As in most of these studies, we found increased
risk taking and no change in risk acceptance, i.e., no change in the mean sub-
jective estimate for a given intersection. However, our data suggest that
increased risk taking is primarily due to increased variance or inconsistency
in perceptual estimates. This interpretationcould also explain the results
found by the first four authors mentioned above if data on mean and variances
of subjective estimates were available. The disparity between this conclusion
and Snapper and Edwards' conclusionmay be due to at least two factors. Their

lane chan_task placed m?re emphasis on psychomotor execution than does the
_r'reB'_signallight task, hence their results may have been more sensitive
to this type of degradation. In fact, we found considerable degradation in
the consistency of psychomotor performance in the other tasks in our driving

! scenario (Reference7). In addition, a fundamental difference between our
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simulated driving tasks and those of both of the previous studies using sub-
Jective estimates is addition of temporal pressure. Our subjects were required
to form their estimates in "real time" as opposed to the "stop action" type of
judgments and driving scenarios used in previous studies.

Thus, the behavior skills required for the decision-making tasks of the
other researchers are somewhat different from those studied here. Allowing

i::.,these differences, the other studies may have had the same cause for the
_ic_'easedrisk taking as measured here, namely, distorted perception, but they
did not present sufficient data to determine it.

In summary of previous decision-making studies, those aspects of our
results which are directly comparablewith previous research largely agree

with those findings. Risk _ generally increased with increasing BAC.
Interpretationof previous work beyond this point is difficult because of
insufficientmeasures. However, that work does not disagree with the current
conclusion that the_e is no change in risk acceptance. Our interpretation

of these results, that perceptual distortion is a primary cause of alcohol-
induced increased risk taking observed for simple tasks, is new.

C_CI_SZCa8

An expected value model accounted for the effects of perceptual noise
on decisions for drivers in a simulated signal light task. With this mod:,
analysis of the significant changes in behavior for increasing BAC indicaGed
no changes in risk acceptance; that is, subjects did not change their subjec-
tive criterion level. The primary cause of the increased risk taking found
for intersectionstimed with a low probability of succese was increased incon-
sistency or variance in their subjective perceptual estimates.

These results have ramificationsboth for researchers in this field and

those attempting to apply the results. In future human decision-_king work,
measures of inconsistency in perception should be given as much attention as
measures of central tendency. Also suggested by these results is that one
method of reducing drinking driver errors may be to improve the driver's per-
ceptual environment to decrease his inconsistency. We could expect these
results to generalize the effects of alcohol on other such real-time decision
tasks as aircraft and spacecraft control. In addition, the analytical frame-

i work used here may be useful in evaluating the effects of other drugs and
stressors on human decision behavior.

This work was supported by the Department of Transportation,National
Highway Traffic Safety Administration,under Contract No. DOT-ES-_-OO999.
The views expressed in this paper are those of the authors and do not neces-
sarily represent those of the National Highway Traffic Safety Administration.
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COMBINED MONITORING, DECISION AND CONTROL MODEL

FOR THE HUMAN OPERATOR IN A COMMAND AND CONTROL TASK

by

Ramal Mu.-alidharan, Sheldon Parch

Bolt Beranek and Newman Inc., Cambridge, MA

• " SUMMARY

This paper reports on the ongoing efforts to model the human operator in
the context of the task during the enroute/return phases in the ground based

control of multiple flights of remotely piloted v_hicles (RPV). This is a part

of our research aimed at investigating human performance models and at modeling

command and control systems.* .f

The approach employed here uses models that have their analytical bases in

control theory and in statistical estimation and decision theory. In

particular, it draws heavily on the models and the concepts of the optimal
control model (OCM) of the human operator. We are in "_heprocess of extending

i the OCM into a combined monitoring, decls_on, and control model (DEMON) of the

human operator by infusing Decision theoretic notions that make it suitable for
application to problems in which human control actions are infrequent and in

which monitoring and decision-making are the operator's ma4n activities. Some
results obtained with a specialized version of DEMON for the RPV control problem

i are included. /1

I. INTRODUCTION

I 1.1 Modeling Goals

We are involved in a program of research aimed at _nvestlgating human- !

_erformance models and approaches to modeling command and control systems (see
reference I). A part of our research effort concerns the study of the

,, feasibility of modeling the human operators in command and control systems via
_ control and decision theoretic models. This paper describes the salient aspects

of this part of our ongoing research effort.

_ The approach _mployed here uses models that have their analytlca] bases in

control theory and in statistical estimation and decision theory. In

oartlcular, it draw_ heavily on the models and concepts of the OCM (references
: 2-6). The modeling approach is normative, in that one determines what the human

operator ought _o do, given the system objectives and the operator,s _

* The research reported in this paper was supported by the Air Force Office of' _

i Scientific Research under contract F44620-76-C-0029. !_
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limitations, and this serves as a prediction of what well-trained, motivated

• operators will do.

In the basic OCM concern is more with the operator's continuous interact._
with the system, as demanded by closed loop analysis, than with his response to
discrete events. The development of the basic OCM and its model structure has
been dictated by th_ principal areas of its previous application, viz., vehicle
control. We shall extend the OCM by incorporatingstructures and notions that
make it suitable for application to problems in which human control actions are
infrequentand in which monitoring and decislon-makingare the operator's main
actlvities.W The expected end product is a combined monitoring, decision, and
control model for the human operator in a command and control task.

I_3 Task definition

In this paper we shall discuss our modeling effort as it relates to the
task facing the human operator during the enroutelreturn phases in the ground
based control of multiple flights of remotely piloted vehicles (RPV).

The enroutelreturn phases together with a terminal control phase
constitute an "RPV mission". An RPV-mission consists of coordinated flights of
several RPV-triads. Each triad has a strike vehicle (S), an electronics
countermeasuresvehicle (E) and a low- reconnalsancevehicle (L). Each RPV is
automatically controlled along a pre-programmed flight plan assumed optimal
with respect to terrain and defenses. The RPVs deviate from their flight plan
due to navigation system errors, position reporting errors, communication
Jamming by the enemy, equipment malfunctionsetc. These deviations are kept in
check by external monitoring and control from the ground station. This
supervision is provided by human enroute controllers,who are equipped with CRT
displays for monitoring flight path and vehicle status and with keyboards and
light pens for introducing changes in RPV fllght parameters. The ultimate
objective of the enroute controllers is to ensure that the S and E RPVs fly on
schedule over the target 15 seconds apart followed by the L RPV two minutes
later to assess damage. This time-phaslng at the target is accomplished by
tlme-phasedhandoffs at designatedhand-off coordinateson the fllght plan. The
S RPV's are handed off to the terminal controller (pilot) equipped with a
televised view from the nose of the RPV and with standard aircraft controls and
displays in order to direct each vehicle to a specific designated target,
release its payload, and hand it back to one of the enroute controllers.

Terminal phase control is achieved only if the S RPV is within a 1500'
corridor around its flight plan. It is the responsibillty of the enroute
operator to command "patches" to alter the flight plan as necessary to achieve
termlnal phase control. These patches are acceptable ("GO") only if they
satisfy constraintssuch as turning radius, available fuel, command llnk status
etc.

m This type of extension is feasible because of the basic informationprocessing
structure of the OCM. Indeed, there have already been applications of OCM to
account for visual scanning(references 7,8) and decision making(references
9,10).
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In summary, the enroute operator's task is to monitor the trajectories and

ETAs of N vehicles, to decide if the lateral deviation or ETA error of any of

these exceeds some threshold, and to correct the paths of those that deviate

excessively by issuing acceptable patches.

2. THE CLOSED LOOP NOBEL

A block diagram modeling the flow of information and the control and
- decisions encountered by the human operator (euroute operator) is shown in

Figure I.

ORIGINALPAGE 18
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W I

PATCH CHECK 0¢_ SYSTEM

I •COMMAND

I ! " .......... "1
. !

_r ,.7MONITORINSI_ I Y'

I -

t
! Figure I. Block Diagram for RPV Monitorlng/Control Decision Problem

DCF: The DCF (Drone control facility) contains the stored flight plans
[ that drive the N subsystems RPVI, I=I,2,...,N. They are usually "optimal" with

respect to current terrain and other information. We will assume they can be
computed using state-varlable equations

i System: The N RPVs undergoing monitoring/control constitute the system. A
simple non-linear representation of their dynamic behavior will be _ssumed for

_ this analysis. Linearization will be carrled out if necessary for
; implementation of the model. The true status xi of the l-th RPV may be

different from the stored flight plans due to "disturbances" wi. The reported

status yl will be different from the true status xI due to reporting errc,', I
t. V •

_ The observed status _n will depend on the reported status y- and on t er
_ "monitoring strategy" _(to be discussed later o_).The disturbances wI and

i reporting error v_ will be modeled by suitable random processes. The y_ are the
:_ displayed variables corresponding to RPVt.
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Monitoring Strate_: Since the human must decide which RPV or which
display to look at, he needs to develop a monitoring strategy. This is
important because his estimates of the true status of each RPV (and hence his
patch decision strategy) will depend upon his monitoring strategy. To account
for the interaction of the patch decision strategy with the monitoring strategy
we formulate and solve a combined monitoring and patching decision problem

(Appendix B has the details).

Monitoring strategies may be distinguished by whether they predict

temporal (time histories of) monitoring behaviour or average monitoring
behaviour over some chosen time horizon. Most of the earller work in the

literature, including that with the OCM, falls in the latter category. The

monitoring strategy we derive will predict temporal behaviour which can be

simulated . Some of the monitoring strategies derived in the literature which
we expect to investigate in the DEMON setup are:

(i) A simple strategy involving cyclical processing of the various
RPVs(reference 11).

(ii) A strategy generalizing the Queueing Theory Sampling Hcdel (reference
12), which woul_ minimize the total cost of not looking at a particular RPV

at a given time. This strategy is mainly useful for maintaining lateral
deviations within allowable limits. The costs for errors and for the

different RPVs would be functions of the tlme-to-go and, possibly, RPV
type.

(ill) A strategy of sampling when the probability that the signal exceeds

some prescribed limit is greater than a subjective probability

threshold(references 13,14).

(iv) A strategy aimed at minimizing total estimation error(reference 7).
This strategy would be consistent with monitoring for the purpose of

minimizing lateral deviation errors.

Information Processor: This block models the processing that goes on in

the human operator to produce the current estimate of the true RPV status from

past observed status. This block is the well known control- theoretic model

consisting of a Kalman filter-predlctor which produces the maxlmum-likellhood,

least-squares estimate _ =(51 , _2., _N) of the true status x of all the
RPVs. It also produces the variance of the error in that estimate.(Note that an

estimate of the state of each RPV is maintained synchronously at all times.

Observation of a particular RPV improves the accuracy of the estimate of the

status of that RPV while uncertainty about the status of the remaining,

unobserved vehicles increases.) Given the assumptions generally made for this
kind of analysis, the information processor can thus generate the conditional

density of x based on the past observations y.

l)eoislon Strategy: This block models the process of deciding which, if

any, RPV to patch. We consider the decision process to be discrete (it takes 5

seo to get a new display). The cost of making a patch would reflect the lost
opportunity to monitor and/or patch other RPVs as well as breakl,_

radio-silence; the gain (negative cost) is the presumed reduction in error for

the "patched" vehicle. The decision strategy attempts to minimize the
(expected) cost. This block translates the best estimate i 4nto a decision to

(1) command a patch to one of the RPVs and/or (li) modify the future monitoring
• strategy.

7
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Patch Command Generator: This block generates the commanded patch. We

shall investigate a strategy based on minimizing a weighted sum of the time to
return to the desired path and the total mean-square tracking error. The
allowable paths would be constrained by the RPV turning radius limits. Random

execution errors would be added to the commanded patch to represent human
.E

errors.

Patch Cheek: Thls consists of a GO/NO GO check on the patch using

conditions on turning radius, co_and llnk status, etc. ._

3. MATIg_ATICAL DETAILS OF THE MODEL i
!

3.I System

The system under study consists of the N-RPV subsystems and may be

described by the state equations:* _ _

i R = Ax + dBu +Ew +Fz ,x(tO) : x0 (I)

where the state vector x includes the states xi of the N-RPV subsystems. Here d

is a vector of decision variables (to be explained below) and z is a non-random
input vector which will be used to model non-zero means of the random inputs w[
as well as any predetermined command inputs. In the present RPV context z will

be used to generate the flight plan for the RPVs. The vector u denotes the

patch control input to the RPVs. In partitioned form equation (I) appears as
follows:

I For the system under study, the following observations hold:

i At: Only one of the N-RPV subsystems may be controlled by the
patch-control u at any given time. A decision to control the i-th RPV subsystem

then implies the following conditions on the decision variables:

di = I , dj = 0 , J g I (3)

i A2: The N-RPV subsystems are decoupled (except for the interdependence ofthe decision variables via (3)), that is,

i

* For the purpose of discussim_ a linear model is assumed. In actual
implementation, we may use a simple non-linear model In which case (I) would

! represent a linear perturbation equation for the system about some nominal

i traJctory.
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Aij = O, Eij = 0 , FiJ = O, i_j (4)

The N-RPV subsystems may thus be described by

Ri = Aii xi + diBiu + Eiiwl + Fiizi, xi(to ) = x_ (5a)

dt = 0 or 1 (5b)

dI = I or 0 (5c)

3.2 Flight Plan (DCF)

When there is no disturbance wi and no (patch) control u then the N-RPV
subsystems follow the flight plan _i

_i = Aii _i +Fiizi , _l(to) : _ (6)

Flight plans made up of straight lines are easily generated using a piecewise

constant time function for zI and x_ as the launch point.

3.3 Patching

Any disturbance wi causes the i-th RPV to deviate from its flight plan.

Denoting these deviations by ei = xi - _i it follows from (5) and (6) that

&i : Aii ei + dlBiu + Eiiw i , el(to ) = x_-x_ (Ta)

di : 0 or 1 (?b)

dt : 1 or 0 (7c)

It is the purpose of the (patch) control u to correct any such deviation. Since
wi is an unknown random disturbance and dt is nonzero for at most a single RPV
subsystem, it is not possible to maintain ei=O for all 1. The operator thus
faces the patching problem which consists of the following three sub-problems:

(i) Monitoring decision - which RPV to monitor?

(ii) Patching decision - whether to patch the monitored RPV?
(ilL) Patch computation - what patch command to issue?

3.3.1 Honltorlng Decision

As mentioned before, the monitoring decision is intimately connected with

the patching decision because it restricts the available patching options. For
example, in the present RPV context only a monitored BPV can be patched. The

combined monitoring and patching decision problem is analyzed in appendix B.

t
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3,3.2 Patching Deetsion

A patching decision consists of deciding if the monitored RPV subsystem is
to be patched. At most one of the RPVs may be patched at a given time. One

idea of patching is to reduce deviations from the flight plan to below some
threshold values. Some facts to note are:

(i) Cross-track error of less than 250' is desired for type-S RPVs
(ii) Terminal-phase control not possible if cross track error exceeds 1500'

We assume a normative model, in which the operator attempts to optimize some

1 (subjective) measure of performance via a patching decision. This performancemeasure would depend on his understanding of the mission objectives. Some of the

objectives of the RPV mission are: Don't lose an RPV, maintain ETA, maintain
lateral position, maintain radio silence. We consider two alternative cost

functions to help in arriving at a patching decision:

Pieeewlse constant cost f_notion

C(ei) = _i if ei E e_, a threshold set

C(e i) = Ci if e i ¢ e_

Ouadratie Cost function

C(ei) = eI' K ei

The choice of e_ and K will be made based on facts of the type (i) and (ii)
noted above. The costs Ci, _i, C(ei) will be chosen to be functions of mission

time to reflect the importance of ETA. As mission time gets closer to ETA for J

RPV-i, Ci will be made larger and/or e$ will be shrunk to reflect "urgency".

The optimal patch decision will be chosen to minimize the expected cost using
subjective probabilities computed with the help of the information processor.
The details are in Appendix B.

3.3.3 Patch Control Computation and Ceneration

Once a decision is made to patch a particular RPV-subsystem, it is

necessary to compute and execute the patch control. The purpose of a patch

control is to guide the aircraft from its initial location and heading to
intercept and fly along the planned flight path. Various criteria may be

I considered to compute the optimal patch control, for example, a strategy that
minimizes the time to return to the planned flight path (see appendix A and also
reference 15).

)

, I

, _. INPL_f&TION OF THE NODgL

DEMON, the combined monitoring, decision, and control model of the human
operator is being implemented in FORTRAN. The program ha_ a modular structure

to facilitate ease of adding further modules to include alternative monitoring,
control, and decision strategies that may appear promising at a future date.

To accomodate the random aspects of the problem, the program will basically
have a Monte-Carlo simulation character. The specialized version of DEMON for
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the RPV problem will produce as outputs the "true" time-histories Of the RPV
flights, the sequence of monitoring and patching decisions made, and the
resulting performance.

The important aspects of the simulation proaram implementing Demon are

! INI?IM.IZA?I_
Rlk/$ _|0 F_ {JSIANC_INe

Figure 2. Flow Diagram for the aimulation program Implementing DEHON

shown in the flow dtngram in elgure 2. There are, as tndleat_d, nine major
modules Ln the program. Modules q, 5 and 7 are of special interest because they
d( not arise in the usual manual control models. The theory behind these
modules is developed in Appendices A and 9. As Indicated in Appendix A, the
patch oomand generator could involve a non-linear control law.

5. J3_Hlq_

In order to test some oF the model/ms oonoept8 and to debul the DIHOH i
proaram we oonsider a simple example which captures the else,toe oF the RFV
mtssion while dLsoardLn_ the slaty Kr/tty details, The lateral mot/on oF the

, RPVs about their tliiht plan is represented by random walk p_ooeseel over the
assumed mtsston duration of' _00 tra=es (_he display r,rame update rate Ls every S

[
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, seconds). Each RPV is observed via a single lateral deviation display and

controlled via a constant velocity comand. The permissible patch back to the

flight plan is constrained by the maximum allowable speed which represents the

turning radius constraint. The patch control strategy is to use maximum

allowable speed adjusted by a "safety factor" which depends on the "NO 60"
, patches issued previously by the operator for that RPV.

Some preliminary results have been obtained using DEMON on the above
simplified RPV mission. The flavour of the results we obtained is indicated in

Figure 3 which shows the combined effect of ETA dependent (shrinking) threshold

and different RPV priority on the simulated simple RPV mission. As mission time

increases RPV monitoring frequency increases . But there comes a time when

monitoring resources are not adequate to satisfy the increasing needs of each of

_,_ -7-
_NCY

% _. _GHPR_ITY

/

I

: 40

_ -,-4_o " '°
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I_ ZOO 300 ,too S_- e

i

Figure 3. Effect of Shrinking Threshold and RPV Priority

the RPVs and then the highest priority RPV demands most of the attention it can

get while the lowest priority RPV gets no attention from the operator.

r _ COHCLUSION

We have developed DEMON, a combined monitoring, decision and control model

for the human operator in the context of the enroute phase of an RPV mission.

Since the monitoring strategy derived from DEMON is temporal it has obvious

applicat!on to developing instrument scanning strategy for flight control and

I management. We have structured the model to have wider applicability (than the
problems addressed by the basic OCH or the RPV control problem) and expect it to

i be useful to model human operators whose control actions may be infrequent but
i whose monitoring and declson making may be the primary activities. We

i _ntlclpate testing and refining the DEMON model furthur using an existing data
base for the RPV control problem(reference 16).
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7. APPEMlYXXA: PATCHCONTROLSTRA_

7.1 System Dynamics and Patch Computation

Xn Section S, the H-RPV system dynamics were considered in general terms.
Here, we shall use a simple model for the RPV-subsystem dynamics and derive a
specific patch control strategy. Considering only the projected motion An the
horizontal plane we shall re-write the normalized equations of motion derived in

Figure q. Choice of Co-ordinates for System Equation

reference 15, using the state variables(see Figure 4) Xl = ground-speed error,
x2 - cross-track error, x S = velocity component along track, xq -- heading
relative to track:

_1 " cos xq - 1 , Xl(O) given, Xl(T) free

i 2 = sin x_ , x2(O) given, x2(T) =0

_3 =u sin xq , x3(O) given, x3(T) =1

i_ =-U , x_(O) given, xq(T) =0

T £ree

x_ + x_ = 1

Once a decision is made to patch a particular RPV-subsystem, it is
necessary to compute and execute the patch control. The purpose of a patch
control Is to guide the aircraft from Its initial location and heading to
intercept and fly along the planned flight path. Various criteria may be
considered to compute the optimal patch control. Many criteria may be written
An the form,

= �1/2K2--/3 dt �KSOf'-"dtJ

which is a weighted sum of the square of the ground speed error, integral square
of the crosz-traok deviation, and time to return to the planned flight pr-th.We
shall only solve the special problem of minimum time to return to the flight
path by choosing the weights to be KI=O=K2 and K3:1.
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7.2 Ktntmum Time Patch Strategy

Using the necesssary conditions for minimum time it is easy to see that the
optimal control is Bang-Bang except for posslble singular arcs. It can furthur
be shown that the singular control is identically zero.

-_ ,2 -!

I

ll,i 7.
Lllfi Ten

i-"l Ih@lT_n

Figure 5, Minimum Time Patch Control Strategy

The computed mlnlmum-tlme patching strategy Is indicated in Figure 5. For

Ii example, all points in state space that can be brought to the planned flight

path using a single left turn u-1 are characterized by the equation x2(O) = cos
xq(O)-I .

The minimum time required for the patch will be checked against the
scheduled hand-off times for the given RPV to determine if the computed patch
should be executed. Velocity patches to correct for ETA errors with due regard

to fuel constraints may be included by a simple extension of the above problem(for example, append to the minimum ti=e patch a velocity patch to minimize _TA
_ errors),

_ The operator does not observe the st&tes x directly, and will base his

_! control actions instead on the best estimates .of these states avallable to hlm,. based on all his observations. This disjoining of estimation and control Is
Justified by the "separation principle" (see reference 17).

_ 8. APPKND!I B: PATCH DKCI3IOll SiltllT._i

. 8.1 Introductionin this appendix we shall formulate and solve thc combined monitoring and

_ patching deoison problem encountered by the enroute operator in the RPV mission.
_. As stated in section 3, the information processor produces the current estimate

_i_ x" of the true statu_ x of al_. the RPVs at any time. It also produces the
variance of the error in that estimate, The information available for making
monitoring and patchlng decisions may be summarized in terms of the posterior

_i distribution conditioned on all observations based on past monitoring and
of x i

patching decisions and control. Under the usua_ assumptions, this posteriordistribution re, xl Is N(_I xii).

:\
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l
t Let x_ denote a threshold set associated with the i-th RPV, that is, xtex_ is a desirable condition. Let Hi denote the hypothesis that xi_ x_ and pt

be the probability that Hi is true. pt is eastl_ calculated using the available
information on the posterior distribution of x_:

pi : I - N(iI , Xli) dxi
=_nitoring the i-th RPV results in a tighter distribution for xi around its mean

xi because it reduces the uncertaintyXli associatedwith _i. Patching the i-th
RPV requires monitoring as well. The effects of patching are: first, to

• correct the error eI which mlght have 'wandered off' From zero due to
disturbances, by assuring that x i e x$; and second, to provide a tighter
distribution of x i around its mean _t .-

_ To Formulate and solve the combined monitoring and patching decision

problem, we shall assume that Ct is the cost if Hi is true. Recall that Hi has j
a (subjective) probability pioF being true. Just as Hl, pi, Ci were defined in
relation to the set x_, let hi, pl, _i be defined in relation to the set _, the
complement of x_. We shall use minimum expected cost EC(de) as the criterion
for selecting the best monitoring and patching decision de.

Lot dtj denote a decision to monitor RPV-i and patch RPV-J in the combined
monitoring knd patching decision problem. Since a patch can be done only on a
monitored RPV, there are only 2N+1 available decisions. They are:

(t) Do nothing decision do0, that is, monitor no RPV and patch no RPV.e

(li) N pure monltori_ (no patching) decisions djo, J=I,2,..,N.
;, (tit) _ patching (and monitoring) decisions djj, J=I,2,...,N.

Let PlJk denote the Probability that the hypothesis Hi is true when the
decision is-djk. Because the RPV subsystems are non-interactive, it Follows
that the probabilities associated with RPV-t when some other RPV is monitored
and/or patched is same as that associated with RPV-t when no RPV is monitored.
That is,

PiO0 = Pljk any J_i, 1=1,2,...,N; k=J or 0

Thus, there are only 3B distinct probabilities to be computed
! (i) H probabilities PIO0 associated with do-nothing decision do0

(11) N probabilities PttO associated with pure monitoring decision dto
(ttl)B probabilities Pitt associated with patching decision dtl

! Let (PP)t denote the probability that the patch decision dll "takes", that is,
i results in x t x_, and let TIj denote the cost oF implementing decision dtj.

The costs TtJ will be chosen to-be i_ncttons of mission time to reflect the
importance of ETA. As mission tJme gets closer to ETA For RPV-I, TIj wlll be
made larger and/or x_ will be shrunk to reflect "urgency".

e This could correspond to performing some other task such us communication.
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The combined monitoring and patching decision _-oblem is described in terms
of a decision-tree diagram in Figure 5. m The ac..ual cost of a particular

Figure 6. Decision Tree Diagram for Combined Honltortng and Patching

deolslon dspends on the path chosen to traverse the tree from level 1 to level
5. The exact path from level 1 to level 5 for the N-_PVs are determined both by
the decision maker (the human operator) and by Nature (the random elements in
the problem) . Since a decision has to be made at level 1 before Nature has

u For reasons similar to the one we stated for combining the monitorl.g and
patching decision problem, one might argue that the decision problem over the
rest of the mission duration must b• considered by the operator at any decision
1natant during the mission. Ne shall not do this because: first, the analysis
for this case Is no different from the one we pre3ent here - only the
expressions are messier; and second, the actual computations of the decisions
vould become infeasible .
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taken its course at the monitoring level 3 and at the patching level q , the
decision maker can only evaluate his 2N+1 alternative decisions in ten:._ of
their expected costs. This h_ can do as follows: The expected cost of the
do-nothing decision dO0 is

C(doo) (ct Pioo+  iO0)

Expected cost of pure monitoring decision djo is

EC(djo) = EC(doo)-(CjPjOO*_JPjO0)* CjPJJO*_JPJJO ) �TjO

Expected cost of a patching decision djj is,

gC(djo ) = EC(doo).(CjpJOO._JPJOO).(CjPjjj+_j_jjj_-(PP P Tjj)

The optimal decision dw is the one which results in maxtNum opportunity gain, "°
that is_ m

d| = arg min ( EC(do0, EC(dmo), EC(dkk) )

where

m : ars .axj ((cjpjo0+_J)J0O)-(cjPjjo+_j)jJo)-TjO )

k = are mxj ((Cj)JOO_j)JOO)+(CjPjjj ()PjPjjj_Cj-_j)-Tjj))

Consider a speolallzation of the above decision probie_ where the
probabilitiesPl.lkare assumed to be Independentof the decisions dlk (that Is,
PtJk : PI ) , t_e costs _t and Ttj are a)l zero, and the pa_oh success
probabilities (PP)t=I for each subsystem RPV. Then the optlmal decision is

d* = djj
where

J = are maxI (Pi Ci)

This is the result obtained by Carbonell(reference 12).
An implicit assumption made In the computation of expected cost in the

combined monitoring and _atchlng decision problem ts that the costs are constant
over the entire se_;s _T and x_. This assumption is easily droppe_ when
non-constant cost functions are desired, e.g.,

C(ei) = ei' M •i

In such a case, PIJMC@ In the above analysis will be replaced by an appropriate
Integral which would yield PljkCl as a function of x t and Xil and appears
amenable for computations.

m The notation arg.'min, implies de=do0 or dao or dkk dependinl on which or the
three values EC(dot!), EC(dmo), EC(dkk) Is the smallest. Here dmo is the best
monitortn! declsio_ and dkk is the best patching decision.
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We close this appendix, '4ith an example of a piecewise-constant cost

function that appears meaningful f_r the N-RPV system under study. Recall from
appendix A that the first two components of xi are:

+ x_ = ground speed error (along track)

x_ -- cross-track error

One choice for the piecewise-constant cost function is:

C(ei) --I if ',x I > x_T--250
--O if Ix_l_ 250
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,-.- A MODEL OF HUMAN EVENT DETECTION IN MULTIPLE PROCESS MONITORING SITUATIONSt

Joel S. Grcenstein and William B. Rouse

Department of Mechanical and Industrial Engineering
Coordinated Science Laboratory

University of Illinois
Urbana, Illinois 61801 r

" SUGARY

It is proposed that human decision making in many multi-task situations
might be modeled in terms of the manner in which the human detects events
related to his tasks and the manner in which he allocates his attention among
hls tasks once he feels events have occurred. A model of human event
detection performance in such a situation is presented. An assumption of the
model is that, in attempting to detect events, the human eenerates the
probabilities that events have occurred. Dlscriminant analysls is used to
model the human's generation of these probabilities. An experimental study
of human event detection performance in a multiple process monitoring
situation is desorlbed and the application of the event detection model to
this situation is addressed. The experimental study employed a situation in
which subjects _lmultaneously monitored several dynamic processes for the
occurrence of event_ and made yes/no decisions on the presence of events in
each process. Input to the event detection model of the information
displayed to the experimental subjects allows comparison of the model's
performancewith the performanceof the subjects.

INTRODUCTION

In many systems, the human operator spends much of his time monitoring
subsystems for events which call for action on his part. Aircraft, power
stations, and process control plants are examples of such systems. As the
complexity of these systems increases, the operator becomes responsible for
more subsystems of greater variety. There is consequently a greater
probability that the operator will encounter situations in which there are
more tasks than he can acceptably perform.

One means of maintainin_ the operator's workload at a satisfactory level
is the introduction of automation capable of performing some of the
operator's tasks. Models of the operator's task performance would be of use

mThis research was supported by the National Aeronautics and Space
Administration under NASA-Ames Grant NS3-2119,
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.'in predicting tl_e performance gains to be expected from the introduction of
such aids. Further, in systems in which !_he responsibilities for some tasks
are shared by the operator and an automated decision maker, these models

•. might also be used within the system to coordinate the actions of the two
decision makers.

Senders [I] and Smallwood [2] have modeled human decision making in
multiple process monitoring tasks. Senders postulated that the human monitor
samples his displays in a manner Which allows reconstructionof the displayed ........

._. signals. An information theory,approach is employed to determine how often
and for what duration the human must sample each display. Smallwood proposed
that the human operator forms an internal model of the processes he is

• monitoring and of the environment relevant to his task as a result of his
past perceptions of them. A Situation is considered in which the operator
seeks to detect excursions of instruments beyond threshold values. The
operator is modeled as directing, his attention to the instrument whose
current probability of exceeding threshold (based on the operator's internal
model) is greatest. It might be noted, in passing, that the internal model
concept discussed by Smallwood is perhaps as appropriate to the design of
automated decision makers "as it is to modeling the human decision maker. If
the automated decision maker is to interact approprlately with the human, it
would seem that its internal model of the relevant envircnment should include
a model of the human.

Carbonell [3,4] and Senders and Posner [5] have proposed queueing theory
approaches to the modeling of humam decision making in multiple process
monitoring tasks. Carbonell uses a priority queueing discipline. He assumes
that the human operator attempts to minimize the risk involved in not
observing other instruments when he chooses to monitor a particular
instrument. Senders and Posner employ a first come first served service
discipline. They suggest two models which might be used to estimate the
inter-observation intervals for an instrument (i.e., the time between
arrivals of the instrument to the queue of instruments awaiting observation
by the human monitor). The first model involves the degree of the observer's
uncertainty about the value of the variable displayed on the instrument. The
second model involves the probability that the displayed variable will e_ceed
an acceptable limit.

The models cited above emphasize the monitoring of displays, rather than
the decisions or actions that result from the human operator's perception of
the displayed values. The operator's motivation for monitoring the displays
is the possibility that an event which requires his action will occur. The
multi-task decision making problem addressed in this paper concerns the event
detection and action selection decisions the operator makes on the basis of
the information he gains through monitoring.

Human decision making in such multl-task situations, then, might be
modeled in terms of the manner in which the human detects events related to
his tasks and the manner in which he allocates his attention among his tasks
once he feels events have occurred. Gai and Curry [6] have developed a model
of the bureaumonitor in a failure detection task. The model has two stages,
the first being a galmn filter which estimates the states and observations
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of ,the monitored process and the second a decision mechanism which operates
on the Kalman filter residuals using sequential analysis concepts. The model
can be used to describe the human monitor's detection of additive failures in

stationary random processes. "

Sheridan and Tulga [7] have modeled the manner"in which the human

operator allocates his attention among various tasks. They address a

situation in which events present themselves unequivocally and ,sea dynamic ..-_
programming approach to determine the action sequence which maximizes the

operator's earnings. This action sequence is begun, but can be superceded by
a new sequence calculated in response to the appearance of additional tasks.

Rouse [81 has investigated the issue of allocation of decision making
responsibility between a human operator and an automated decision maker. He

presents a mathematical formulation of the multi-task decision making
situation appropriate to the modeling of either decision maker. Based on

displayed information, the decision maker is assumed to generate

probabilities that events have occurred in his tasks. He also generates
density functions which characterize his perceptions of what might occur in

his tasks while his attention is diverted to a particular task and how long
his attention will be diverted should he decide to take a given action.
Combining estimates of the probabilities events have occurred with the

density functions of time between events in the tasks and action times with

respect to the tasks, the decision maker chooses his actions to minimize an

appropriate cost criterion. In this paper, we present a model of the human's

event detection performance consistent with this mathematical formulation, ]
describe an experimental study of event detection performance in a multiple

process monitoring situation, and address the application of the model to the
process monitoring situation.

THE EVENT Dk_ECTION MODEL

The event detection model assumes that, in attempting to detect events,

the human generates the probabilities that events have occurred. A
discrlmirant analysis approach [9,10] is used to model the human's generation

of these probabilities. Our use of discriminant analysis to model the
human's generation of event probabilities is motivated by the fact that this

approach does not require explicit models of the systems the human is

monitoring. An understanding of the systems is certainly helpful in
determining the features to extract from the observations. But explicit

models of the systems' structures are not required.

For each task i, various features xij , J=1,2, ...,mi, are extracted from
the human's task related observations zi. These features are properties of
the observations that characterize (or are believed to characterize) the

presence or absence of events related to the task. Following the extraction
of a set of features, the value of a linear discriminant function
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Yi = vilxil �"" �VimiXimi (1)

is calculated. Based on previous experience with the task, estimates are
made of the discrimimnt function coefficients vil, J=1,2, ...,ml, with which
to combine the feature values xi_ to obtain the "discriminantfunction score
¥i tha_ best dlfferentiatesobse_vatlons of events from the rest of the task
related observations. Estimates of the mean and variance of the discrimirant
function over observations of events and over the rest of the observations

are also formed. The a posterior:iprobability that an event has occurred is J

generated using the value of the discrimlnant function score, the estimates _
of the means and variances of this score over events and "non-events", and an
estimate of the a priori probability of the event.

If the human operator is forced to make a yes/no response on the
presence of an event, we might assume that he chooses the response which
maximizes his expected reward. We can then express his decision in a signal
detection, manner and state that he should respond "yes, an event related to _
task i has occurred" if the following inequality holds.

P(ei/Yi) VCRI + CFAi............ > .......... (2)

I - P(eilYi) VHi + CMi

P(ei/Y i) is the a posteriori probability that an event related to task i has q
occurred. The value of this probability is generated by the event detection

model. VCR is the value of correctly responding "no event" (a correct
rejection), CFA is the cost of incorrectly responding "event" (a false
alarm), VH is the value of correctly responding "event" (a hit), and CH is /
the cost of incorrectly responding "no event" (a miss).

It is predicted, then, that if the operator is forced to make a yes/no
decision on the presence of a task related event, he calculates the
likelihoodratio of _e event (the left hand side of Eq. (2)). He compares
the magnitude of the likelihood ratio with a threshold determined by the
values of correct responses and the costs of incorrect responses (the right
hand side of gq. (2)). He responds "event" if the likelihood ratio exceeds
the threshold.

THEEVENTDETECTIONEXPERI_NT

An experiment has been run employlng a situation in which subjects
simultaneouslymonitor several dynamic processes for the occurrence of events
and make yes/no decisions on the presence of events in each process. Figure
I illustrates the display observed by the subjects in the experiment. The
static display _s generated on a Tektronix 4010 by a time-shared DEC-System

i 10 and depicts the measured values of the outputs of nine processes over 100

I sampling intervals (i.e., 101 points). The processes had identical second
order system dynamics _ritha natural frequencyof 0.75 rad/seo and a damping
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Figure I. The Multiple Process Monitoring Situation

ratio of 0.5. Samples were taken at 0.2 second intervals. The inputs to the
processes were zero-mean Gaussian white noise sequences of identical
variance. The displayed measurements were obtained by corrupting the process !
outputs with additive zero-mean Gaussian white noise sequences which normally ii
had identical variance. The measurement noise variance was normally selected !
to yield measurementswith signal-to-noise ratios of 25.0. An abnormal event i
in a process was defined by an increase in the measurement noise variance
such that the signal-to-noise ratio following an event occurrence was
decreased to 95% of the signal-to-noise ratio of the preceding measurement.
Thus, abnormal events became more pronounced with each measurement following
their occurrence.

Af'terscanning the nine process histories, the subject was given an
opportunity to key in the numbers of processes in which he had decided an
abnormal event had occurred. He was then _iven feedback regarding the actual
states of the processes he had keyed in ("I" indicating the normal state, "0"
indicating the abnormal state). An iteration in a trial was completed by
erasing the display, scoring the subject's performance, and returning all
abnormal processes detected by the subject to the normal state. Another
iteration was then begun by generating a new display depicting the process
histories advanced 10 sampling intervals in time as illustrated by Figure 2.
(The dashed vertical lines indicated to the subject the point at which he ,

: last responded to each process.)

I

i
t
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Figure 2. An Updated Display

The subject was allowed to respond to as many events as he thought had

, occurred. He was awarded points for his hits, reoeivlng high scores for
responding to events soon after their occurrence and lower scores for tardier

responses. A fixed number of points was deducted for each false alarm. The

subject was allowed to study the dlsolays as long as he wished, but any time

taken beyond the first minute on each iteration reduced the score awarded for
hits made on that iteration.

Eight subjects were _iven three trials spaced over several da.vs. Each

trial was 20 iterations long. The first and third trlals given half the
subjects were identical, with one ,_vent scheduled to occur per iteration.
Their second trial scheduled the same events as the first and third trials,

but also scheduled an additional event occurrence each iteration, The rest

of the subjects were given the same trials in different order so that two I

events were scheduled to occur per iteration in the first and third trials i
while one occurrence per iteration was scheduled in the second trial. (Not I
all scheduled events actually occurred. If an event was scheduled to occur I

in a process in which a previous event had not yet been detected by the

subject, the scheduled event w_s deleted from the trial.) Events were

scheduled to occur uniformly over the nine processes and over the 10 new

polnts displayed for each process on each iteration (the last 10 points on

the first iteration, in _ihlch all 101 points were new) within the constraint
that no two events could occur in a process within 30 sampling Intervals of
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each other.

Before e_ch trial, the subject was told the average number of new events
he could ex_,_ctto occur per iteration. He was not given sny Infor,_ation
regarding the dynamics of the processes, but was told that he could exr,ect
the processe_ to exhibit similar characteristicswhen operating normally. He
was also not told what parameter changes defined events, but was told that
all events would generally exhibit similar characteristics, and all would
become more pronounced as time passed. The subject was given several ....
iterations of training before each trial during which solid vertical ].ines
were included on the process histories to mark exactly when and where e_ents
had occurred.

During each trial, the subject was asked to keep a log in which he
described his strategies for event detectionand noted characteristics of the j
process measurements he used in his attempts to detect events. After each
trial, he was asked to order these characteristics in terms of their
usefUlness in event detection.

APPLICATION OF THE MODEL TO THE EXPERI_NTAL SITUATION

The event detection model suggests that the human operator in the
experimental situation Just described extracts various features from his
observations of the process measurements. He attempts to select features
which characterize the presence or absence of task related events. Through
his experience with the processes, the operator has formed estimates of the
discriminant function coefficients with which to combine the features to
obtain a discrimimnt function score. He h_s also formed estimates of the
means and variances of this score over observations of events and over the
rest of his observations. The operator generates the likelihood ratio that
an event has occurred based on the value of the dlscrimlnantfunction score.
his estimates of the means and variances of the score, and his estima_e of
the a priori probability of an event occurrence. He compares the likelihood
ratio with a threshold that is based solely on the values of correct
responses and the costs of incorrect responses and responds "event" if the
llketihoodratio exceeds the threshold.

Four features of the process measurements were selected for use with the
event detection model. Selection of these featursv was guided by the
comments of the experimental subjects regarding the characteristics of the
proces_ measurements they found usefUl in event detection. The first feature
involves the magnitude changes between successive measurements in a seouence
of the most recent measurements. The second feature involves the presence of
reversals in direction in this sequence (changes from :oslt!ve slope to
negative, or vice versa, of the llne segments connecting the measurements of
the sequence). The third feature tests for the simultaneous ocourence of
large magnitude changes and reversals. The fourth feature, llke the first,
is a measure of magnitude ohange_-,but it is much more local in that it
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invo!vea oniy the four moat recent measurements of the process output. {

In extracting these features from the process measurements, the vr_ ,_ei_
_ _ of the features over recent measurements are weighted more heavily than _h._

values over earlier measurements. The weight decreases exponentially _h
the age of the measurement and the rate of this decrease is a free parameter.
The value of the first feature, for example, a measure of the masn!tudo
changes between successive measurements in a sequence of the n most recen_
masurements of a process' output, is given by

O-t 0-!

x 1 = { k_=Iz(k+l)-z(k)l'exp[- _(n-l-k)])/ _exp[-/3(n-l-k)]=, (3)

_here z(k) is the k th measurement in the sequence, z(n) is the most recent
_surement, and _ is the free parameter governing the relative weighting of
the .feature's value over recent and earlier measurements in the sequence.

.: In the generation of the likstihood ratio of an event in a process at a
given tteratlm of an experimental trial, the sequence of process
measurement_ over which the features are calculated ends with the lazt
measurement displayed for the process on that iteration. The cutoff length

i used in extracting the features fran the process is a free parameter. Values
'_ of tho features over process masurementa taken earlier than the cutoff are
: not calculated (or, effectively, are assigned zero weight). If the subject
1 responded "event" to the _rouess at some _oint following the cutoff, then

features are calculated over only those measurements occurring after this
response. The information on the state of the process that the subject _atns

i when he responds to the process motivates this constraint, If the process is
in the normal state, then on muooeeding iterations the subject knows that if
an event has ooaurred, It must have occurred following his last response. If

i the process Is in the a_ormal state, then the process is reset to normal
when the subject keys In his response. On succeeding iterations the subject
knows that If another event has occurred in the process, It must have
occurred following his last response. In either case, the subject (and the
model) should calculate features only over measurements occurring after the
• ubJect's last response.

The estimation of dlacrtmlmnt _unotion coefficients requires a
representation of normal and abnormal pro_ess measurements. This
representation was formed using the process histories displayed to the
_bJeot on hls third experimental trial, _he _rocess histories are separated
into two groups of sequences - normal and abnormal. Sequences of
masurem_nts beginning when a process w_ returned to the normal state and
ending when an event occurred are defined to be normal. Sequences of
measurements beginning when an event occurred and ending when the proceam was
returned to the normal state are defined to be a_ormal. The values of the
four featur_mswera calnulated over the entire length of each of the a_quenoe8
in the two groups. A dtsor_mleant analysis was then performed on the
reaultln_ two groups of feature values to dete_tne the dlsorimlmnt function

i coefficients vt, J.l,2,,..,m, wlth which to combine the features to best
differentiate _etween the two groups. The mean value and the variance of the

|
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resulting discrimlmnt function scores for the sequences in each of the two
groups was also calculated.

The final requirements for application of the event detection model to
the experimental situation are estimates of the a priori probabilities of
event occurrences and the selection of a threshold against which likelihood
ratios of events can be compared. For experimental trials in which one event
was scheduled to occur per update of the display over the nine processes
monitored by the subject rhea priori probability of an event occurrence in
each process was fixed at I/9. For trials in which two events were scheduled

F

to occur per display update, the a priori probability was fixed at 2/9. The .-
threshold against which the likelihood ratios of events are compared is
assumed to remain constant through an experimental trial. The magnitude of
this constant is a free parameter.

Figure 3 compares the event detection performance of t_• model wlth the _ i
actual performance of each of the eight subjects In the third trial of the
experiment. In this trial, 20 events were scheduled to occur in the trials i
given ,_ubJectsA,B,C, and D, while qO events were scheduled to occur in the
t_lals given subjects £,FoG, and H. In applying the model to each of these i
trials, the n_mber of measurements over which features were extracted (cutoff
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i
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lenfth) and the relative welghtin6 of recent and older points (_) were
adjusted to improve the fit of the model's performance to each subject's
performance. The value of the threshold against which likelihood ratios of
events were compared was also adjusted to improve the fit. Figure 3 reveals
a hlgh degree of correspondence between the model's performance and the
performanceof most subjects.

Figure 4 compares the event detection performance of the model wlth the
actual performance of the eight subjects In the second trial of the
experiment. Zn this trial, 40 events were scheduled to occur in the trials
8ivan subjects A,B,C, and D, while 20 events were scheduled to occur in the
trials 8ivan subjects £,F,G, and H. In applying the model to e_ch of these
trials, none of the parameters of the modal were changed from the settings
used to obtain the results presented in Figure 3. Despite the fact that the
numbers of events scheduled in these trials differ from those in the trials
used to assign the values of the parameters, the correspondence between the
model's performanceand the performance of most subjects Is reasonable.

L | i | . t. ,
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FA_ure 4. Comparison of Hodel w_th Subjects on Second Trial

Table I compares the mean detection times (in terms or the number of
umplln8 Intervals which elapsed from the occurrence of an event to the time
of its detection) for hits common to both sub_ect and model In the trials
presented In Ftsures 3 and 4. It should be noted that the fact that the mean
detection times of the model are consistently miler than those of the
subjects Is an artifact of the manner In which the model's performance was
tnveotlgated. The model was teated on the process histories displayed to a
subject In his experimental trial. In these trials, a process uas returned
to the normal state at the point at which the subject detected an event In
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the process. Thus, in going over the process histories the model can never
respond to an event later than the subject responded" to it. If the model

fails to respond to an event by the time of the subject's response, the model

is scored as Imvi_g mlssed"that event.

Table I. - Comparison of Mean Detection Times

Trial .1 Trial 2

-. 5

Subject Subject Model Subject Model
Code

A 24 19 24 20

E 26 21 25 " 19
C 28 17 28 17 ,
D 32 21 30 16
E i8 13 22 .17
F 17 14 27 16

G 20 17 27 2O

20 17 22 18

_e plnn to evaluate the model in the near future using a somewhat
different approach. RBther than running the model over the process histories

displayed to a subject on an earlier experimental trial (and constraining the
timing of the model's responses by the timing of the subject's responses in

that trial), we will use the model in place of the subject in the event

detection experiment. Processes in which events occur will then remain in
the abnormal state until the model responds to the process The only

constraint on the model's detection times will be the end of the experimental

trial. Because the model's detection time for esch event need no longer be
less than or equal to the subject's detection time for that event, we expect

that, for a given number of hits, the model's threshold can be raised to

achieve the longer mean detection times and smaller numbers of false alarms
characteristic of the subjects in the experiment.

CONCLUDING REMARKS

In applying the event detection model to the experimental situation

described in this paper, we studied a situation in which the subject was

forced to respond yes or no to the p_ssibility of an event related to each of
nine processes. In general, the human operator is not forced to make such

yes/no decisions with respect to each of his tasks. Instead he uses his
estimates of the probabilities of task-related events (w_ioh the event

detection model generates) in deciding bow to allocate his attention among

his tasks. We plan to run an experiment investigating the human's attention

allocation performance in a multiple process monitoring situation similar to
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the one employed in the event detection experiment discussed here. Data from
this experiment will be used to develop and validate a model of attention
allocation performance in multi-task situations. (The modeling of human

attention allocation performance in multi-task situations is considered in

[11].) This model might be used in conjunction with the event detection model

as a part of the design process for, and the implementation of, automated

decisioa making systems.
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I PILOT DECISION MAKING ,

IN A COMPUTER-AIDED FLIGHT MANAGEMENT SITUATION

I ¥ee-yeen Chu and William B. Rouse

I Department of Mechanical and Industrial gngineerlng

"" i _ Coordinated Science Laboratory
': _ University of IllinolsI

I " Urbana, Illinois 61801 _ i

"- _ SUMMARY 4

An experimental representation of a computer-aided multi-task flight

management situation has been developed. A computer aiding program was _ _
implemented to serve as a back-up decision maker. An experiment was

conducted_with a balanced design of several subject runs for different

workload levels. This was achieved using three levels of subsystem event
.arrival rates, three levels of control task involvement, and three levels of ._

availability of computer aiding. Experimental results compared quite

favorably with those from a computer simulation which employed a

(M/Ev/2):(PRPIK/K) queueing model. It was shown that the aiding had enhanced _{
system performance as well as subjective ratings, and that the adaptive

aiding policy further reduced subsystem delay.

_r- INTRODUCTION _!

As aircraft become more complicated and greater demands and better

performance are being required of pilot, the development of automated
airborne systems to share the tasks of piloting an airplane becomes

increasing attractive. Advances in electronics and computer technology have

made this approach both feasible and promising. Progress in sophisticated
cockpit design and growth in avlon!c computer systems reflect the trend.

Equiped with autopilot and airborne computers performing automatic
navigation, guidance, energy calculations, flight planning, information

management, etc., the next-generation of aircraft are quite likely to be

capable of carrying out all phase of flight automatically. However, the
human pilot is likely to reamin a part of the system to cope with unpredicted

or failure situations for which automation may be economically or politically
infeasible. The pilot's roll then is changing from one of controller to one

of supervisor and manager, responsible for monitoring, planning and decision

making.

I This research was supported by the National Aeronautics and Space
Administration under NASA-Ames Grant NSG-2119.
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The pilot as the airborne system manager has responsibility to monitor

the aircraft subsystems such as navigation, guidance, etc. as well as the
_'
_ autopilot and to detect possible hardware failures and potential hazards. He

must constantly respond to actfon-evoklng events such as: to communicate
information, to change aircraft configuration and to reduce _-D accuracy
errors. He is also required to respond to unexpected events such as a change
in flight plan, to establish the backup mode, and to declare emergencies, .'_',_'

I etc. [1]. The pilot is in a multi-task situation.

I_" If the pilot perceives an irregularity in one of the subsystems, he may
seek more detailed information througheither the on-board information system
or actual sensor readings. Or, if he considers the irregularity to be minor,

he may decide to continue his monitoring for higher priority events. There _.
may also be autopilot malfunctions or sudden changes requiring the pilot to

, take charge of flight control. A proper representation of information
through a flight map display indicating the continuous functioning of
automatic control may help to ensure his remaining alert and responding
quickly.

As described above, the automated system can normally take charge of the
whole system except during critical situations such as when the system is
suffering from a malfunction. Or a high-workload situation may develop when
the aircraft is close to the ground when a high level of pilot activity is
requiPed. In all of these situations, the pilot is more than usually busy
and further assistance of a computer would be most useful. !

!

I The recent development of fast and intelligentcomputer systems presents
the potential for providing sound, well-evaluated airborne decisions which
could reduce system risk, pilot workload and errors. While the computer as a
decision maker is basically an implemented set of algorithms, adaptation and
learning is possible. It is reasonable to expect that this evolving
"intelligent" computer may be employed as the supervisor to the subsystem
computers, taking charge of the tasks within its decision capability. The
pilot and the computer thus have comparable abilities and overlapping
responsibilities in performing these tasks. The problem that arises is how
to allocate responsibility between the pilot and the computer for a subset of
all tasks.

We have proposed that responsibilitiesnot be strictly assigned to each
decision maker. Instead, allocation should adapt to the state of the
aircraft and the state of the pilot [2]. Further, to retain a coherent role,
the pilot should be given overall responsibility for the whole aircraft while
the computer would enable the pilot to avoid having to continually exercise
all of these responsibilities. On one hand, it may not be appropriate for
the computer to make the vital, final Judgement where losses may extend
beyond the point of recovery. On the other hand, there may be vigilance
problems and the pilot's performance may degrade. This leads to the idea of
utilizing the computer as a backup for the pilot. The allocation problem
becomes one of deciding when the computer should request and reli_quish
responsibility.
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Given these descriptions, we will explore several issues concerned with

pilot decision making in computer-aided flight management situations. Is

. system performance enhanced by.computer aiding? How effective are different

aiding policies? How does the pilot feel about aiding? Is his role or

performance affected? To investigate the feasibility of the approach, and to
predict the effects of numerous system variables and aiding policies, a

queueing formulation of multi'task decision making was developed and will be

discussed in the next section. .-. _ ..._

..... APPROACH

_ _he pilot in the automated flight management system described earlier
has a variety of tasks to perform. As the number and variety of tasks

....increases, the workload of the pilot is increased. It is essential to

appropriately allocate his attention and effort among the t_sks. He may be _
in a situation that he wants both to monitor the tasks often enough to reduce

growing uncertainty and risk, e'_ to perform a task quickly and accurately to
lessen the cost involved in the delay of action. This issue is being

investigated by Greenstein and Rouse [3]. To simplify the issue, the pilot

is assumed to employ a quasi-optimal decision making strategy, for scanning

displays and allocating attention. This is based on the assumptions that the "i

tasks are independent and that events unequivocally present themselves. The i
pilot scans the task display in order of decreasing priority at a given rate.

He then performs the first task for which he perceives some action-evoking

events. The computer is assumed to adapt the same strategy either by being i
hard-wired or learning from the pilot. Now we may look at the multi-task I

decision making as a queueing system with two servers (the pilot and the

computer) and K+I classes of customers (K subsystem events plus control

events represented by displayed 4-D errors in manual control mode).

In the queueing model, each server is characterized by his observation

of system state, his perceptions of event occurrences, of event arrival rates
and of event service rates. Combining the above information and the system

cost criteion allows the model to predict system performance measures such as

• event delay statistics and server occupancy which is fraction of time the

server is busy.

A convenient cost criterion, in terms of a stationary expected cost

structure, includes waiting cost, service cost, and switching cost. When the

computer service cost and switching cost may be negligible, the optimal

policy is to have the computer on all the time. However, it is more likely
that the human will be better at performing the task but not have sufficient
time to do all the tasks. Also evidence of vigilance and warm-up decrements

suggests that there is an acceptable workload range that sustains performance
on long tasks. Thus we may want to seek a policy for computer aiding such

that a minimum waiting cost is achieved while maintaining a specified
workload level.

Based on results from literature [4], we will advocate the use of the

stationary expected cost policy, subject to minimizing deviation from

acceptable pilot workload, for computer on-off of the following form: turn
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the computer on at arrival epochs when N fficlnI + c2n2 + ... + cKnK > M, and
turn it off when N < m, where ci, c2, ..., cK are cost races assessed
according to relative priorities and nv is the number of events waiting in
the subsystem k. This policy (i.e., _ and m) should vary as the system
variables vary. Specific values of M and m have to be determined for various
levels of traffic demand (i.e., event arrival rates), server performance and !
task complexity (i.e., service rates and probabilities of errors). An
appropriate approach to implement the adaptive policy is to set up a table of
stationary control policies beforehand and to employ _ table look-up alone ! -_'"
with on-borad estimation of system variables. 1

To obtain the optimal stationary policy, i.e., to determine the values
of M and m, a computer simulationwas performed. Poison arrivals and Erlang
service time distributions for subsystem were assumed. The K subsystem tasks
were preempted by the control task whenever it occurred. The system was
represented as a preemptive resume priority queueing system:

(M/Ek/2):(PRP/KIK)with implemented threshold control.

A simple case was considered in which the model parameters were
determined in the following manner. I) Subsystem arrival rates, service
rates, and waiting cost rates were all uniform among the subsystems. 2) Two

I

i levels of arrival rates were assumed, i.e., low arrival (at 0.0167 events per
second) and high arrival (at 0.0333 events per second) 3) Pilot performance1

i in terms of service rates, service errors and control services were obtainedfrom the experiment discussed in the next section. 4) The computer aiding
employed the same service rates as the pilot and automaticallywent off when
no event needed service (i.e., m=O). The results based on the computer
simulation of I0,000 events for K=6 and server occupancy for pilot of = 0.7
showed that, without control task, M=7 for low arrival and 3 for high
arrival; with control task, M=3 for low and I for high arrival. If workload

is the primary consideration, these are threshold values which the computer
should employ to adapt to both the subsystem arrival rate and the control
task involvement.

Prediction of system performance by the model was also obtained through
the computer simulation. The results will be discussed in the later section.

THE EXPERD4ENT

Two experiments are to be discussed here. A brief review is given of an
experiment previously reported by Walden and Rouse [5] investigating pilot
decision making in an unaided situation. The second experiment, considering
the computer aiding and autopilot malfunction situations, employs basically I_

an outgrowth of the experimental representation used in the previous i
experiment.

i
The experimental situation developed earlier [6] used a PDP-;I driven

CRT graphic system to represent a cockpit-like display to an experimental
subject. The display shown in Figure I included standard aircraft ,
instruments such as artificial horizon, altimeter, heading and airspeed
indicators. Also displayed was a flight map which indicated the airplane's

i
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position relative to the course to be followed. A small circle ,_ovedalong
the mapped course indicating the position the aircraft should have for it to

be on shcedu_e.
i | ::

I

ATTITUDE

HEADING ALTITUDE

COMPUTER

._ _LCC EN_ _UEL .YOR cT_p

1 2 3 4 5 6

!_ Figure Fligh_ Management
I. The Situation.

In the manual control mode, the pilot controlled the pitch and roll of"_ _elng 707 aircraft dyn_ics with a Joystick. Another control stick

! controlled the airspeed. The pilot's control task was to fly the airplane
along the mapped route while maintaining a fixed altitude and stable pitch

I and roll attitude.

Below the map were the subsystem dials that represented the numerous
!. aircraft subsystems which the pilot monitored for possible actlon-evoking
! events. Upon detecting an event (represented by the pointer pointing
_ do.ward as sho_ for the engine subsystem in Figure 1) to which he wished to
I
_ respond, the subject selected that subsystem via a 4x3 keyboard. The display

I sho_ in Figure 2 then appeared. This represented the first level of a check
_ist-like tree associated with the subsystem of interest. He then searched
for a branch labeled with a zero and seleted the branch with his keyboard,

i After completing the last level of the tree, the action was completed and thedisplay sho_ in Figure I returned, with the subsystem information or
diagnostic check complete.

Using the experimental situation, an experiment was per_rmed by Walden
[5] to study unaided pilot decision making strategies and the resulting
per_rmance. The two independent variables in the experiment were the
Inter-arrlvaltime of subsystem events and the difficulty of the flight path.
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.,,. The results showed that, while average waiting time increased with subsystem
event arrival rate, the average service time appeared to be independent of

subsystem arrival rate. The waiting time was also shown to increase as the

control task was added. This effect was only a function of the mere presence

of the control task, rather than the control task difficulty. Incorrect

actions in servicing subsystems tended to increase with subsystem arrival
rate, but showed no consistent variation with control task difficulty. False

alarms, however, tended to occur more _equently with the easier control task

and lower subsystem arrival rate. This presented evidence of performance
I degradation under low workload _ttuations. _.-

a

A_ITUDE

GQ
HEAOING ALTITUDE

Q COMPUTER
AIRSPEED

ENGINES LEVEL 1

BRANCH ENG 1 ENG2 ENG3 ENG4
STATE | 0 1 1

| J I _ I m . Wg"IJ=4

Figure 2. Display _en Pilot Bad Reacted _ an gvent in Engine Subsystem.

_e data collected was used in the queueing model of pilot decision
making in an unaided monitoring and control situation. The model gave a
reasonable prediction of pilot per_rmance in per_rming subsystem tasks,

sug_estlng that it was an ade_ate description of pilot decision making in

the given situation and that a similar model would be use_l in the adaptive
aiding system.

Based on the experimental representation discussed above, a new

experimental situation for adaptive aiding was developed with the aiding

program (i.e., t_ computer decision maker) and the coordinator program
(i.e., the on-off algorithm) added to the original system. Issues concerning

the capability of the computer to per_rm the subsystem tasks, the

communication llnkage between the pilot and the computer, and the activities
of the coordinator deserve _rther discussion.
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The computer is assumed to be able to perform monitoring and diagnostic
check procedures using information from channels linked with subsystem
computers and from the data links. It makes no errors such as false alarms,
missed events, or incorrect actions after it gains confidence in performing
the task. The detection and service times are assumed constant. As for the
service discipline among the subsystems, the computer employs the same
priority rule as that used by the pilot. To be consistent in its back-up
role, the computer probably adapts itself to the pilot and avoids

" interference with him. To this end, the pilot is allowed to override any
decision the computer has made.

Without knowing what each other is doing, the pilot and the computer may
compete for the same task or resource. The prospect of conflict between the
two is highly undesirable, since, it simply causes confusion, results in
higher workload and degraded performance. The question as to how to design
effective communication links without increasing the pilot's workload becomesi., important.

To inform the pilot of the computer's action, a succinctly displayed
computer status indicator on or near the subsystem displays would seem to be
satisfactory. Relevant information, if needed by the pilot for further
details, may be vtructured into a hierarchical check-list procedure. In the
experimental situation shown In Figure 3, The 'NAV' symbol over the
navigation dial flashed, if the computer decided that an event had occurred
and was waiting to be serviced In the navigation system. This was to tell
the pilot that he could take charge of the navigation system and the computer

! would take some other responsibility to avoid interference; otherwise, the
symbol would continue to f!ash for a total period of four seconds until the
computer started interacting with the navigation system, resulting in a dim
indicator showing in the navigation dial. If the pilot was in the middle of
performing some other "subsystem check procedure, say, within the engine
system, he would not see the flashing 'HAV' symbol over the navigation dial.
The status of the computer was then shown on the lower right hand corner of
the CRT by an 'AIDING NAV' symbol (flashing during the interval of possible
pilot preemption), if the computer was awaiting preemption or interacting
with the navigation subsystem. Th!s computer status area was blank if the
computer was not actively involved in the subsystems.

Airborne pilot-to-computer communlcatlon Is, in general, more
complicated. Problems involved include estimating and processing signals as
well as matching or recognizing system status. For the purpose of the
experiment reported here, however, the communication channel from the pilot
to sybsystems was predeflned. For our experimental situation, these included
the keyboard input and stick response sampling (through an A/D converter).
These channels provided the monitoring computer a way of determining if the
pilot was interacting with any portion of the system. If a number had been
received through keyboard, and the checklist was being processed then the
pilot had to be performing a subsystem task. The deviation of stick from
normal position revealed that the pilot was performing the control task.
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Ftsure 3. Display Whenthe Computer TS Servicing Navigation System.

i While the computer had to constantly check the ptlotts action to avoid a
conflict, the coordinator had to synchronously check the subsystem states to
determine if there was any system chanse. The decision epoch was when an
event arrival or departure occurred. Then the coordinator calculated both
the weighted su_ or events and the threshold. The criterion dtsuussed
earlier was used to deterwine it the computer was to be turned on at the
arrival epoch or to be turned off at completion epoch.

Data, sampled synchronously (twice per second), lneluded subsystem
status and states, autopllot status, aircraft dynamic variables, stick and
keyboard responses, computer status and the threshold values.

kl experiment baaed on the experimental representation described above
was conducted, gtsht trained subjects, all ot them male students in
en6tneerlng, participated In a balanced sequence ot sixteen experimental rune
(see Table 1) with dltterent vorkload levels. This -as achieved by comblntn8
three levels of control task Involvement (perfect autop!lot, aanual control,

. _ autoptlot with possible mml£uncttons), three levels ot subsystem event i
arrival rates (no arrival, 1o_ arrival hl_h arrival), and three levels or i
availability o_ computer aldln_ (no aiding, aiding vlth _lxed s_tohtn8 i
policy, and aldin8 with adaptive policy). For each experimental run, the
subject was _trst told the apeotrlo tasks to perform, then a l_-mlnute trial
was 8tven, and a questioners uaa _llled out by the subject.
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After the pilot detected the autoptlot malfunction, he would have to
devote a major portion of his attention to the control task, leaving
subsystem tasks less attended, while risk and uncertainties grew as subsystem
event detection and service were further delayed. This is one of many
situations in which airborne computer aiding Is more valuable. Also, in this
period, the pilot's workload suddenly increased. To adapt to this type of
change, a lower threshold value can be used to reduce subsystem service delay
and pilot workload.

Based on this ides, two experiment runs with adaptive computer aiding
were included in the set of runs wlth autoptlot ma!fu_Jcttons possible.
Instead of usin$ H=3 all the time as In the f£xed threshold policy, the
adaptive policy used Ms1 whenever the pilot was in manual mode. In total,
there were seven experimental runs with autoptlct malfunct£on: one run with
no subsystem arrival (serving as a baseline performance for malfunction ),
two runs with no aiding, two with ftxe_-._hreshold aiding, and two with
adaptive aiding. This arrangement allowed for the evaluation for the .d.
effectiveness of computer aiding and further the benefit or th_ adapttve
pol!oy beyond that of fixed aiding.

Three or more, depending on the tast_ situation, of the following
performance measures were evaluated in every experimental run:

I) average delay In response and servlc_ for subsystem events_
2) subsystem service errors (e.g., ral_.e alarms, Incorrect actions, eto.), q
3) ]-D RH$ and average flight course e_,rors,
_) flight control inputs including aileron, elevator, speed, etc.,

5) detection and service times for autopilot malfunctions, !
6) server occupancy In terms of the fraction of time the subject was /

performing either subsystem or control tasks,
7) subjective ratings or level or effort required for the tasks and the

desirability of computer aiding.

All these measures were obtained by analyzing the sampled data. The
aubsystem event response time was measured from the tlme or event occurrence
to the time at which an action was initiated. The service time was measured

from the time or last action initiation to the tame of action completion for
the event. The waiting tlme was measured from the tlme of svent occurrence
to the time of action completion for the event. Waiting time Is equal to the
sum or response time and service time only when the event Is serviced by one
server and no incorrect action 18 _ncurred. The results based on _he
analyses of variance are discussed in the next section.

RB3UL?$

The subaystem event waiting times averaged across subjects for the
various task situations are shown In Figure M. An analysis or variance
conducted showed that among the statlstloallysignificant factors (at the .05
level) are the three experiment variables, l.e,, the control mode, the
subsystem arrival rates, and the computer aiding. As expected, the aubeyst_m
waiting tlme increased as the subsystem arrival rate increased, as the
control Involvement increased, and when no computer aiding was provided. A

i
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separate test showed that the adaptive policy was also slgnif£cant, i.e., the
adaptive aiding further reduced the subsystem waiting time beyond the

I fixed-threshold aiding, even though the adaptive policy was only effective
during a small portion of time in the experiment.

The subjective ratings of the level of effort across subjects are shown
in Figure 5 Factors of significanoeinclude all three experiment variables.
As expected, the perceived level of effort increased as control involvement

" increased, as subsystem arrival increased, and as computer, aiding was
removed. However, a separate test showed that the effect of the adeptive ...."

., policy was not significant,probably because the adaptive policy was employed
rather infrequently,and when it was beingused, the subjects usually were
too involved with restoring the autopilot to notice the fact that the
computer _a_ helping more often then usual.

I
\. _0 0 • / _ A_l_AID _D AID

R_ 4 • " iV_ _0 • .

.+ o o.6 "

I
o , l l . Aoo

0.00_ 0.0167 0.03_

_Syltm Arriw| Rate (S_ "!)
_izstm Arrival Rat_ (S_ "I)

I Figure 4 Average Subsystem Delay. Figure 5 Subjective Ratings of Effort.

The RMS course error across subjects is shown in Figure 6. The analysis
of variance show_d that only control mode had an effect on the control error.
No consistent variation in the course error was shown as subsystem arrival
rate or aiding situation varied. The lo_#er course RHS error for the
autopilot malfunction mode probably resulted from subject's more intense
attention to the control task in the case of malfunction.

The RMSroll angle across subjects is shown in Figure 7. Also, only
control mode had a significant effect on the control input. The subjects
were found to use more extreme control actions and more attention to fulfill
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i the malfunctlon task requirements. Sumarizlng the above, systems that are
designed to relax control requirements, such as the autopllot, seem to
improve both control and subsystem performance, while systems that are
designed to relax subsystem requirement, such as computer aiding or highly
reliable subsystems, seem to improve only subsystem performance. The
possible reason for this is that the control task perempts subsystem tasks,
and thus, the control task inefficiency is likely to effect the performance
of subsystem tasks; the reverse is not true.

+

_O AlP ATD
O m •

t3 In n ' '

,i).s

1_ _ O°!

0,1_Co O.OV67 0.0939
0.0_) O.Ot6T o.0199

_lu_ynt,_ orrlvll rile (sac "1)

3dosyatem Arrival Ilat_ (S_: -1)

Figure 6. RMS Course _.rror. Figure 7. RMS Roll Angle.

Subjective ratings of three aspects of computer aiding were also
determlned: effectiveness, desirability of the aidlng, and ease of
interaction with the aiding. The results indicate that the aiding was
considered easy to interact with and desirable by the subjects. Its effect
on performance improvement was perceived to be from moderate to large. The
subjects perceive the aiding to be relatively more effective and more
desirable with a high subsystem arrival rate or a high control involvement
situation. They, however, did not feel that it was more difficult to
interact with the aiding in those situations. In fact, all the subjects were
quite in favor of both the aiding scheme used in the experimental situation
and the general computer aiding idea. More analyses of performance measures
are discussed by Chu in his thesis [7].

The empirical data were compared with simulation results from the
queueing model of pilot decision making in computer aided situation discussed
earlier. This allowed an evaluation of the model's ability to represent the
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• given sltuatlon. The comparison of subsystem _aiting statlsticSis shown in
Table 2. ' _

Table 2. Comparison of Waiting Time....

Arrlval Aldtng Mean - Standard Deviation ......
Rate Type Model Data Modet " Data J

_. Autopilot Mode "
'Low No Aiding 9.73 9.71 5.39 6.O_ "'.

- Low Aiding 9.3_ 9.82 ' _.30 5.i3
High No Aiding I_71 15.79 13._6 14.21 '.
High Aiding 13.79 13.16 12.00) 7._3

Manual Mode ' " I "_
Low No Aiding 20.13 23.62 16.2_ 23.53
Low Aiding 17.56 17.17 10.26 11.31
High No Aiding 32.87 27,81 _5,51 28.6_

High Aiding 19.58 19.19 11.85 12,17 I

Low No Aiding 12.00 1_.25 8.85 13.81 i
Low Aiding 11.13 12.8q 6.79 10.52
Low Adaptive Aiding 10.25 10.68 _.91 5.52

High No Aiding 17._7 19.03 18.96 21.16
High Aiding 13.66 15.52 8.52 11.55 t
High Adaptive )Adlng 12.32 13.25 T.10 8.33

In the model, a Poison distribution of control event arrivals ano an

Erlang distribution of control service times with shape parameter k=2_were
assumed. To generate the results in Table 2, the values of 0.1 sec'" (in
manual mode) and 0.16 (in malfunction mode) were used as mean control arrival
rates, and 0._7 and 0.3_ as mean control service rates. These values were
obtained by analyzing subJect,s aileron control input and, serve as a first
approximation.

The results compare reasonably well. All parameters in the model were
empirically measured and no adjustments were made. The model predicts
performance in autopilot mode very well. A better estimate of control task
parameters will surely improve the model accuracy in manual control and
autopilot malfunction modes.

CONCLUSION

The experimental results show that all the experimental variables, i.e.,
the subsystem arrival rates, the control task involvement, and the
availability of computer aiding, were statistically significant in terms of
affecting the performancemeasures of interest, mainly, the subsystem delays,
and subjective effort ratings. It was shown that the aiding enhanced system
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performance in terms of subsystem average delays and subjective effort

i ratings. The adaptive aiding policy was shownto further reduce subsystem

waiting time.

The queueing model fits the experiment result reasonably well. Further
exploration of control task preemption is needed to improve model accuracy.
The model also provides the capability to predict the server occupancy for
different task situations. Included in the future work will be a test of the

correlation between this server occupancy measure and the subjective effort
ratings to determine if this measure may effectively serve as a workload
indicator.

Finally, the computer-aided flight management situation will next beimplemented in an aircraft simulator where regular pilots will be used as
subjects.
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TIN ESTIMATION AS A SECONDARYTASK TO MEASURE WORKLOAD:

SUMMARY OF RESEARCH

Sandra G. Hart* Duncan McPherson** Leslie L. Loomis** _ ...... -

University of Utah • University of California San Jose State University
Salt Lake City, Utah Berkeley, California San Jose, California

Abstract

This paper outlines the results of a series of experiments designed to

evaluate the utility of time estimation as a secondary measure of piloting

workload. Actively produced intervals of time were found to increase in _"
," *

length and variability, whereas retrospectively produced Intervals decreased

in length although they also increased in variability with the addition of a

variety of fllght-related tasks. If pilots counted aloud while making a

production, however, the impact of concurrent activity was minimized, at

least for the moderately demanding primary tasks that were selected. The

effects of feedback on estimation accuracy a_d consistency were greatly

: enhanced if a counting or tapping production technique was used. This

compares with the minimal effect that feedback had when no overt timekeeping

technique was used. i

Actively made verbal estimates of sessions filled with different activi-

ties decreased in length as the amount and complexity of activities performed

during the interval were increased. Retrospectively made verbal estimates,

however, increased in length as the amount and complexity of activities

performed during the interval were increased. These results support the

suggestion that time estimation provides a useful index of the workload I

' involved in performing concurrent tasks. I
i
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i _/ " _ • ' INTRODUCTION

i _ The wor_load involved in performing different manual control and decision
| f

_ | . maklng"tasks is oftendlfflcult to measure within a s_ngle task or to compare _

between different tasks. It is dlfflcult to infer an operator's workload from

:his measurable _rformance because: i) indlvld, als may compensate for addi-

tional task load by working harder_ resulting£n little measurable variation i

in perf6rmance and 2) the total workload is composed of a variety of subtasks i

such _that performance on any one may or may not reflect varying degrees of ]

task load in _he others. In addition, different measurement techniques !i

• !may be required to determine subtask-specific variation in workload. ,,

The purpose of this research program was to develop a battery of ' i

iprimary task indices and unobtrusive secondary tasks that would speclf-

ically measure the load imposed by different subtasks that make up the I

total piloting task in prder to measure the overall workload in real and

simulated flight. Performance on secondary tasks is often used as an

index of primary task workload. Secondary tasks that are commonly used often

load the operator to determine his remaining capacity to perform additional I

tasks while performing the primary task. However, it was decided that tasks I

selected for inclusion in the workload assessment battery should be unobtru-

sive and measure primary task load with minimal interference. The tasks also

should be similar to tasks that are normally performed in flight, easily

learned, implemented and scored.

The results of this research have suggested time estimation as one

such secondary measure of the cognitive demands of pilotlng because it has

been shown that an individual's ability to estimate intervals of time varies _:

as a function of concurrent task load. Time estimation is a task that is I_

normally performed in flight. It is unobtrusive, easily learned, implemented _1"l

and scored and is not altered by repeated presentations unless knowledge of

results is given.
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Intra- and Inter-Subject Variability
J

Although individuals tend to be consistent in the length Of their

'_ time estlmates,, there are large differences among different individuals,

For this reason, each subject should be used as hls_own control: estimates .... _._

obtained underdlfferent conditions of primary task load can be most easily "

and unambiguously analyzed by comparison with estimates obtained from the

same subject in the absence of concurrent task demands. Individual estimation

accuracy seems to be a less important measure than are the direction of change

in the lengthof estimates and the increase in variability of estimates with

the addition of a primary task.

i

Estimation Measurement Method

Four methods have been used extensively to measure an individual's

ability to estimate or produce specified intervals of clock time. The

verbal estimation method requires that individuals vocalize or record

their Judgement of the duration of an operationally presented interval.

The production method requires that subjects physically generate an

interval whose duration is specified by the experimenter. The repro-

duction method, which combines elements of verbal estimation and produc-

' tlon, requires the operational production of an interval whose duration

was presented operationally. The method of comparison involves a

relative Judgement between the durations of two or more operationally

presented intervals.

Estimation Mode

Rather than being perceived directly, the temporal aspects of

experiences are inferred or deduced from the events that occur in

time, Man has adopted objective standards and labels to allow

quantification of and communication about temporal experiences because

of the difficulties involved in dealing with time in the abstract.

Individuals represent durations subjectively by correlating personally
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experienced events with objective te:iporal standards or rules, such as

clocks.

Active Mode

Nhen indlvlduals must produce a specific duration or verbally .. ....

estimate the length of a presented interval unaided by an objective

timing devlce, they may rely on impressions of past events or mentally

or physically replay or generate a sequence of events that is believed

to last a specific interval of time in order tO make the temporal

dimension of the interval concrete. This mode of estimation has been

referred to as active estimation (ref. I).

Retrospective mode

Individuals may also make temporal estimates without attending to

time as it passes. They may estimate the duration of an interval at

its conclusion by comparing the number and complexity of events that

occuzred during the interval with remembered durations of intervals

similarly filled (ref. 2). This mode of estimation has been referred

to as retrospective estimation (ref. 1).

Influence of Concurrent Activity on Active Estimation

The attention demanded by concurrent activity tends to interfere

w_th actlve estimation. Nhenever attention is diverted from active

I passes so may wait tooest_atton, time unnoticed that individuals

' long to terminate a production or verbally underestimate the length

of the interval,

Active productions

Hart and McPherson (ref. 3) and Hart and Simpson (ref. 4) have

shown that subjects do indeed wait too long to terminate their pro-

ductions when distracted from active time estimation by competing

simple compensatory tracking tasks (fig. I) or speech recognition.

A series of stylized representations of the mean len8th of 10 sac i

I
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Figure 2.

REPRESENTATIVE DISTRIBUTIONS OF 10-SEC PRODUCED
DURATIONS: INFLUENCE OF CONCURRENT ACTIVITY
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productions obtained under different experimental conditions is given in

figure 2. Each distributiouWs shape approximates that of actual data obtained

and yes drawn to include three standard deviations about the obtained mean.

As the demands of the concurrent tracking and recognition tasks were increased,

the length of produced durations increased by 4 sac or more and their

" variability more than doubled. Other, less demanding concurrent tasks, such

as monitoring continuous aviationweather broadcasts, were also associated

with an increase in the central tendency and variability of estimate

, distributions, but to a lesser degree, as one would expect from their less _

demandlng nature.

Active, ver_ al e_timates

Hart (ref. 5) and Hart, HcPherson, Kreifeldt, and Wempe (ref. 6)
q

found that actively made verbal estimates decreased in ler_th with

the addition of either a simple compensatory trackin$ task (fig. 3)

or a complex multi-manned flight simulation (f/8. 4b). The more /
difficult levels of each task were associated with the shortest

active verbal esttn_tes, This is consistent with the finding that

; active verbal estimation and active production are reciprocally

related, and the observed directions of change in estimated and pro-

duced durations are both the consequence of underestimation of the

passage of time.

i .Influence o! Concurrent Activity on Retrospectiv_ Estimation

As the attention demands of a primary task increase, there is less

and less attention available for time estimation. When active estimation

becomes L_possible the retrospective mode of estimation becomes necessary.

Hera, one presumably rezmbers the events that occurred during the interval,

compares them to other experiences vith known duration, and then verbally

estimates the duration of the interval or decides whether or not it is

tJ_e to terminate e production. As the number and complexity of events

I 700
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Figure 4

A. PROPORTION OF VERBAL ESTIMATES OF THE DURATION OF FINAL
APPROACHESTHAT PILOTS REPORTED MAKING ACTIVEL _'AND
RETROSPECTIVELY (n = 9)
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that fill the interval are increased, there is a tendency toward over-|

_. estimation of the amount of time that has passed resulting in the termlna-

tlon of produced durations too soon or the verbal overestimation of elapsed -_

time. Note that the directions of change in retrospectively verbally

estimated and produced durations are the opposite of those obtained with

active estimation and production and again the length of verbal estimates ."

and productions are reciprocally related.
i

"_ Retrospective productions

i Hart and McPherson (ref. 3) have shown that the central tendency of

I i0 sec productions, obtained from pilots during simulated flight, decreased

in length, as predicted, and the variability of the produced durations

increased in comparison to estimates obtained with no competing activity.

(fig. 5) Pilots reported that active estimation was difficult, resulting

i in their use of the retrospective mode. The distributions of retrospec-

! tively made productions were also positively skewed due to a few very long

, estimates which resulted from the estimation task occasionally being
i

forgotten under conditions of high concurrent task load.

Retrospective verbal estimates

Following a complex multi-manned simulation flight, (ref. 6) pilot

indicated that 66% of their estimates of the length Of time taken to fly

the final two miles of an approach were made retrospectively and that the

proportipn of retrospectively made estimates increased as the difficulty

of the approach increased. (fig. 4a) Retrospectively made estimates

were consistently longer than were estimates that pilots reported that

they had made actively as predicted. (fig, 4b)

Interaction of Estimation Technique and Concurrent Task

Within the active mode of estimation there are many timekeeping

techniques available. A standardize_, rhythmic temporal metric (such as

, 702
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I tapping) not only fixes an individual's attention on the time estimationtask, which is otherwise difficult to do for a task as abstract and

stlmulus-deficlent as time estimation, but also provides a concrete,

repeatable way to keep track of time. Timekeeping techniques that are

-. not externalized, however, are more easily disrupted by additional,

more compelling activities and are less stable across time. Some

of the estimation techniques that subjects have reported using to keep

track of time include counting, tapping, mentally replaying

a phrase of music estimated to have the appropriate duration, mentally "_

rehearsing the pre-flight checklist for a helicopter, counting heart

beats or breaths, picturing the dial of a clock with a second hand moving

around it, or "just waiting" for i0 sec. Of these techniques, those

that are externalized, such as counting, provide standard, repeatable

units with which to mark off intervals of time resulting in improved q

i estimation stability. Mental rehearsal of remembered experiences

i judged to have the appropriate duration resulted in less stable

i i productions, because the interval that was repeated may or may not have
• !

lasted the appropriate duration. Further, it is difficult to control

the rate at which one's mind steps through a memory.

Hart, Loomls and Wempe (ref. 7) found that when attention was

focused on a time production task by requiring subjects to rhythmically

count aloud l-set intervals, production accuracy and consistency were

not affected by the addition of a concurrent task. (fig. 6 and fig. 7)

With no overt counting, however, the length and variability of produced

durations increased slgnlficantly with the addition of a tracking task,

replicating earlier results (ref. 3). Because performance on the track-

ing task was the same with both productions techniques, it appears that

the shift in attention away from time production found with the no-countlng

technique was not because subjects could not innately perform both tasks

but merely that they in fact did not. When attention was focused on the

time production task by the counting technique, production accuracy was

not degraded and there was no concomitant degredatlon of tracking task

performance.
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Figure 6.

REPRESENTATIVEDISTRIBUTIONSOF PRODUCED
DURATIONS: INTERACTION BETWEEN ESTIMATION

TECHNIQUEAND INFLUENCE OF CONCURRENTACTIVITY
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Figure 7.

DURATIONS OF THE 7 PRODUCTION MADE BY EACH
SUBJECT UNDER SIX EXPERIMENTAL CONDITIONS
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It is likely that more demanding concurrent activity, such as

simulated flight, would also impact the consistency of durations

produced with a counting technique. However, no such effects were found

with the moderately demanding tracking tasks that were used.

Interaction of Estimation Technique and Feedback

If the ability to estimate and produce intervals of time is learned,

then it is likely that knowledge of results (feedback)should enhance

timekeeping accuracy and consistencY. In addition, the use of estimation

techniques that provide rhythmic division of an interval into standard,

repeatable units should focus attention on timekeeping and make the

temporal dimension of the interval more concrete, thereby enhancing

an individual's ability to take advantage of feedback.

In a recent study, Hart, Loomis and Wempe (ref. 8) found that

individuals, using estimation techniques that did not involve some sort

of overt counting, made less efficient initial use of feedback and didt

not experience any long term benefits from feedback. Overall accuracy

of 10-set productions, but not variability, was improved significantly

by the presentation of feedback, with a rapid return to prefeedback

i performance levels when feedback was removed. (fig. 8 and fig. 9).

During feedback, subjects repeatedly overcorrected. If told that one

production was too long, the next production was typically too short and
t

vice versa, Even after 30 trlals with feedback followlng every production,

subjects were unable to estimate accurately from trlal to trial even

I though their estimate durations appeared to be accurate overall. If

i the subjects were instructed to rhythmically tap a button at 1-see
t

I intervals in order to produce a series of lO-sec durations, bothI

accuracy and variability were improved significantly by the addition

Of f_edback. This Lmprovement persisted for at least as long as 30

i additional trials after feedback was removed. With this productiontechnique, subjects were able to maintain consistent and accurate

! estimates from trial to trial, and did not overcorrect as they had

I
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Figure 8.

i REPRESENTATIVE DISTRIBUTIONS OF 10-SEC PRODUCED
DURATIONS: INFLUENCE OF KNOWLEDGE OF RESULTS -'_

(FEEDBACK)

PREFEEDBACK

_-8._
SD - 1.94

FEEDBACK

_" _ - 10.12

SD" 1.49 )POSTFEEDBACK
O
Z _[ -11.76

"-- SD - 1.85

PREFEEDBACK

£ - 1.2.04
SD - 1.22

FEEDBACK

_ - 10.24

SD - .90

POSTFEEDBACK
X - 9.75
SD - ,60

0 5 10 15 20 25
seconds

7O8
i

v

1979007417-682



!

ORIGINALPAGE IS
OFPOORQUALITy

Figure 9.
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with _he no-countlng technique. The data suggest that tapping rhythmic-

ally no_ only provides a standardized repeatable temporal metric, but

also fixes subject's attention on the time production task, which

together combine to enable subjects to use feedback more effectively.

Conclusion
o,

As a result o_ the foregoing research effort, several recommendations

can be made concernlu_ the use of time estimation as a secondary

measure of the attention demands of a primary task.

Method

The production of brief intervals of time appears to be the most

useful experlmental method. The dur_ on and varlabillty of time

productions in the range of 1 to 30 sec have been shown to reflect the

attention demands of primary manual control, message recognition, and

simulated fllght tasks. Relatlvely brief intervals should be used so

that the primary task load remains reasonably uniform and descrlbable

during the produced interval.

The verbal estimationmethod also shows some promise as a secondary

measure of primary task workload. Its primary advantage over the production

method is ease of implementation. Its primary disadvantage is that subjects

tend to round off their estimates, thereby losing precision, and their

responses tend to become stereotyped if a number of estimates are required.

This method appears to have some value, but is less sensitive than the

method of production.

Mode

Estimation mode (active or retrospective production or verbal esti-

mation) must also be controlled or identified to obtain tellable and

clear results with a time estimation task. Because retrospective produc-

tions decrease in length with increasing task load whereas active produc-

tions increase in length, care must be taken to identify the mode of

production used. If retrospective and active productions are combined

in an analysis, their direction of change with the addition of another
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task would tend to cancel out masking detailed changes in the under-

lying processes.

Technique

Timekeeping techniques that are not externalized are most easily

disrupted by concurrent task demands and thus provide the most useful

measure of primary task demands. Thus, if time production is to be used

as a measure of workload, subjects should not be allowed to use any overt

time estimation technique such as tapping or counting. If estimation

accuracy and consistency are required, however, an overt tlmekeeplng

technique should be used. Further research is required to determine

at what level of concurrent task load the overt estimation technique

would also be disrupted.

Feedback

If an overt timekeeplng technique is used, feedback is effective

in reducing both error and variability after only two or three repetitions,

and the effects of feedback last long after it has been removed. With no

overt tlmekeeping technique, however, estimation error is reduced only on

the average, and variability remains high with a rapid return to pre-

feedback error levels following removal of feedback.

Data Analysis

Time estimation performance is best evaluated relatively. That is,

the amount and direction of change in estimation accuracy and consistency

observed in the presence of addltlonal primary tasks should be compared

to estimates obtained from the same subject with no addltlonal activity.

Care should a!so be taken to select the appropriate measures of central

tendency and variability as distributions of time productions are often

positively skewed, partlcularly when obtained in the presence of competing

concurrent activity. ""
"-...
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